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ABSTRACT 
Automated analysis of human affective behavior has attracted 
increasing attention from researchers in psychology, computer 
science, linguistics, neuroscience, and related disciplines. 
Promising approaches have been reported, including automatic 
methods for facial and vocal affect recognition. However, the 
existing methods typically handle only deliberately displayed and 
exaggerated expressions of prototypical emotions--despite the fact 
that deliberate behavior differs in visual and audio expressions 
from spontaneously occurring behavior. Recently efforts to 
develop algorithms that can process naturally occurring human 
affective behavior have emerged. This paper surveys these efforts. 
We first discuss human emotion perception from a psychological 
perspective. Next, we examine the available approaches to 
solving the problem of machine understanding of human affective 
behavior occurring in real-world settings. We finally outline some 
scientific and engineering challenges for advancing human affect 
sensing technology.    

Categories and Subject Descriptors 
A.1 [Introduction and Survey]    
H.1.2 [User/Machine Systems]: Human information processing 
H.5.1 [Multimedia Information Systems]:   Evaluation/ metho-

dology 
I.5.4 [Pattern Recognition Applications] 

General Terms 
Algorithms, Performance. 

Keywords 
Multimodal human computer interaction, multimodal user 
interfaces, affective computing, human computing, affect 
recognition, emotion recognition. 

1. INTRODUCTION 
A widely accepted prediction is that computing will move to the 
background, weaving itself into the fabric of our everyday living 
spaces and projecting the human user into the foreground. 
Consequently, the future “ubiquitous computing” environments 

will need to have human-centered designs instead of computer-
centered designs [15], [20], [57], [63], [64]. A change in the 
user’s affective state is a fundamental component of human-
human communication. Some affective states motivate human 
actions and others enrich meaning of human communication. 
Consequently, the traditional HCI that ignores the user’s affective 
states filters out a large portion of the information available in the 
interaction process. Human Computing paradigm suggests that 
user interfaces of the future need to be proactive and human-
centered, based on naturally occurring multimodal human 
communication [57]. More specifically, human-centered 
interfaces must have the ability to detect subtleties of and changes 
in the user's behavior, especially his or her affective behavior, and 
to initiate interactions based on this information, rather than 
simply responding to the user’s commands. 

Fig 1 illustrates a prototype of such an affect-sensitive, 
multimodal computer-aided learning system. The system was 
built during the NSF ITR project titled “Multimodal Human 
Computer Interaction: Toward a Proactive Computer”1. In this 
learning environment, the user explores Lego gear games by 
interacting with a computer avatar. Multiple sensors are used to 
detect and track the user’s behavioral cues and his or her task. 
More specifically, the useful information recognized from these 
sensors includes the user’s emotional state, engagement state, the 
utilized speech keywords, and the gear state. Based on this 
information, the avatar offers an appropriate tutoring strategy in 
this interactive learning environment. Other examples of affect-
sensitive, multimodal HCI systems include the system of Duric et 
al. [22], which applies a model of embodied cognition that can be 
seen as a detailed mapping between the user’s affective states and 
the types of interface adaptations, and the proactive HCI tool of 
Maat and Pantic [51] capable of learning the user’s context-
dependent behavioral patterns from multi-sensory data and of 
adapting the interaction accordingly, and the automated Learning 
Companion of Kapoor et al. [43] that combines information from 
cameras, a sensing chair and mouse, and wireless skin sensor to 
detect frustration in order to predict when the user need help. 
These systems demonstrate a rough picture of future multimodal 
human-computer interaction.  

Except in standard HCI scenarios, potential commercial 
applications of automatic human affect recognition include affect-
sensitive systems for customer services, call centers [46], 
intelligent automobile system [40], and game and entertainment 
industry. These systems will change the nature of human-
computer interaction in our daily lives. Another important 
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application of automated systems for human affect recognition is 
in affect-related research (e.g. in psychology, psychiatry, 
behavioral and neuroscience), where such systems can improve 
the quality of the research by improving the reliability of 
measurements and speeding up the currently tedious, manual task 
of processing data on human affective behavior [27], [66].  

 
Fig. 1. A prototype of multimodal computer-aided learning 
system 

Because of this practical importance and the theoretical interest of 
cognitive scientists, automatic human affect analysis has attracted 
the interest of many researchers. However, most of the existing 
approaches to automatic human affect analysis are uni-modal 
(e.g., visual-only or audio-only) approaches, based on deliberately 
displayed affective expressions, and aimed at prototypical (basic) 
emotions. Accordingly, the efforts toward uni-modal analysis of 
artificial affective expressions have been focused in the 
previously published survey papers [20], [55], [57], [58], [59], 
[61], [69], [75] among which the papers of Cowie et al. in 2001 
[20] and of Pantic and Rothkrantz in 2003 [59] have been most 
comprehensive and widely cited in this field to date. 

Due to the criticisms received from both cognitive and computer 
scientist that the existing methods for automatic human affect 
analysis are not applicable in real-life situations, where subtle 
changes in expressions typify the displayed affective behavior 
rather than the exaggerated changes that typify posed expressions, 
the focus of the research in the field has started to shift to 
automatic analysis of spontaneously displayed affective behavior, 
i.e., spontaneous facial expressions (e.g., [5], [15], [70], [78]) and 
audio expressions (e.g., [7], [46]). In addition, more and more 
researchers realize that integrating the information from audio and 
visual channels leads to an improved recognition of affective 
behavior occurring in real-world settings. As a result, an increased 
number of studies on audiovisual human affect recognition have 
emerged in recent years (e.g., [10], [30], [86]). 

This paper introduces and surveys these recent advances in the 
research on human affect recognition. In contrast to those 
previous survey papers in the field, it focuses on the approaches 
that can handle audio and/or visual recordings of spontaneous (as 
opposed to posed) displays of affective states.  

It is organized as follows. Section 2 describes human perception 
of affect from a psychological perspective. Section 3 provides a 
detailed review of related studies, specifically available 
audio/visual computing methods. Section 4 discusses the 
challenges in enhancing and extending these reviewed studies. A 
summary and closing remarks conclude the paper. 

2. HUMAN AFFECT (EMOTION) 
PERCEPTION 
Constructing an affect analyzer is dependent on our understanding 
of the nature of affect. This knowledge of affect includes the 
description of affect, and the association between observed 
signals (audio and visual signals in this paper) and affective 
states. There is no doubt that the progress in automatic affect 
recognition is in part contingent on the progress of psychologists’ 
and linguists’ understanding of human affect perception [26], 
[67]. 

2.1 The Description of Affect 
Perhaps the most longstanding way that affect has been described 
by psychologists is in terms of discrete categories, an approach 
that is rooted in the language of daily life [20], [26], [67]. The 
most popular example of this description is the prototypical 
(basic) emotion categories, which include happiness, sadness, 
fear, anger, disgust, and surprise. The description of basic 
emotions was supported especially by the cross-cultural studies 
conducted by Ekman [23]. This influence of basic emotion theory 
resulted in the fact that most of existing studies of automatic 
affect recognition focus on recognizing these basic emotions. 
However, discrete lists of emotions fail to describe the range of 
emotions occurring in natural communication settings. In 
particular, basic emotions cover a rather small part of our daily 
emotional displays. Selection of affect categories that people 
show in daily interpersonal interactions needs to be done in a 
pragmatic and context-dependent manner.  
An alternative to category description is the dimensional 
description [20], [32] where an affective state is represented as a 
point of a set of dimensions defined by psychological concepts. 
One of the popular methods to describe affective is in terms of 
dimensions of evaluation and activation [20]. The evaluation 
dimension measures how human feels, from positive to negative. 
The activation dimension measures whether humans are more or 
less likely to take an action under the emotional state, from active 
to passive. In contrast to category representation, dimensional 
representation enables raters to label a range of emotions. 
However, this projection of the high-dimensional emotional states 
onto a rudimentary 2D space results to some degree in the loss of 
information. Some emotions become indistinguishable (e.g., fear 
and anger) and some emotions lie outside the space (e.g., 
surprise). Some studies [33] use the additional dimension (e.g., 
dominance) to add discriminability of emotions. 

2.2 Association Between Affects, Audio and 
Visual Signals 
The face plays a significant role in human emotion perception and 
expression. The association between face and affective arousal 
was confirmed by a series of impressive and systematic studies in 
the field of psychology [26], [67].  
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Different from the traditional message judgment in which the aim 
is to infer what underlies a displayed behavior, such as affect or 
personality, another major approach to human behavior 
measurement is the sign judgment [15]. The aim of sign judgment 
is to describe the appearance rather than meaning of the shown 
behavior. While message judgment is focused on interpretation, 
sign judgment attempts to be objective, leaving the inference 
about the conveyed message to higher order decision making. The 
most commonly used sign judgment method used for manual 
labeling of facial behavior is the Facial Action Coding System 
(FACS) proposed by Ekman et al. [25]. FACS is a comprehensive 
and anatomically based system that is used to measure all visually 
discernible facial movements in terms of atomic facial actions 
called Action Units (AUs). These AUs can be used for any higher 
order decision making process including recognition of basic 
emotions according to Emotional FACS (EMFACS) rules2 and a 
variety of affective states according to FACS Affect Interpretation 
Database (FACSAID)2, as well as for recognition of other 
complex psychological states such as depression [27] or pain [49]. 
AUs of the FACS are very suitable to be used in studies on human 
naturalistic facial behavior as the thousands of anatomically 
possible facial expressions (independently of their higher-level 
interpretation) can be described as combinations of 27 basic AUs 
and a number of AU descriptors. It is not surprising, therefore, 
that an increasing number of studies on human spontaneous facial 
behavior aimed at automatic AU recognition (e.g., [5], [16], [78]). 

Speech is another important communication device in human 
communication. It delivers affective information through explicit 
(linguistic) message, and implicit (paralinguistic) message that 
reflects the way the words are spoken. Although cognitive 
scientists have not identified the optimal set of vocal cues that 
reliably discriminate among affective and attitudinal states, 
listeners seem to be rather accurate in decoding some basic 
emotions from prosody [41] and some non-basic affective states 
such as distress, anxiety, boredom, and sexual interest from 
nonlinguistic vocalizations like laughs, cries, sighs, and yawns 
[67]. The basic-emotion-related prosodic features extracted from 
audio signal include pitch, energy, and speech rate. Cowie et al. 
[20] provided a comprehensive summary of qualitative acoustic 
correlations for prototypical emotions.  

Linguistic content of speech definitely carries emotional 
information. Some of this information can be inferred directly 
from the surface features of words which were summarized in 
some affective word dictionaries and lexical affinity [80], [65]. 
The rest of this information lies below the text surface and can 
only be detected when the semantic context (e.g., discourse 
information) is taken into account. The association between 
linguistic content and emotion is language-dependent and 
generalizing from one language to another is very difficult to 
achieve. 

A large number of studies in psychology and linguistics confirm 
the correlation between some affective displays (especially 
prototypical emotions) and specific audio and visual signals (e.g., 
[26], [67]). Ekman [24] found that the relative contributions of 
facial expression, speech and body cues to affect judgment 
depend both on the affective state and the environment where the 
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affective behavior occurs. Many studies indicate that the human 
judgment agreement is typically higher for facial expression 
modality than it is for vocal expression modality. The amount of 
the agreement drops considerably when the stimuli are 
spontaneously displayed expressions of affective behavior rather 
than posed exaggerated displays. In addition, facial expression 
and vocal expression of emotion are often studied separately. This 
precludes finding evidence of the temporal correlation between 
them. On the other hand, a growing body of research in cognitive 
sciences argues that the dynamics of human behavior are crucial 
for its interpretation (e.g., [15], [27], [67]). For example, it has 
been shown that temporal dynamics of facial behavior represents 
a critical factor for distinction between spontaneous and posed 
facial behavior (e.g., [15], [27], [78]) as well as for categorization 
of complex behaviors like pain, shame, and amusement (e.g., 
[27]). Based on these findings, we may expect that temporal 
dynamics of each modality separately (facial and vocal) and 
temporal correlations between the two modalities play an 
important role in interpretation of human affective behavior. 
However, these are largely unexplored areas of research. Another 
unexplored area of research is that of context dependency. The 
interpretation of human behavioral signals is context dependent. 
For example a smile can be a display of politeness, irony, joy, or 
greeting. To interpret a behavioral signal, it is important to know 
the context in which this signal has been displayed – where the 
expresser is (e.g., inside, on the street, in the car), what his or her 
current task is, who the receiver is, and who the expresser is [67]. 

3. THE STATE OF THE ART 
Rather than providing exhaustive coverage of all past efforts in 
the field of automatic recognition of human affect, we focus here 
on the efforts recently proposed in the literature that address the 
problem of automatic analysis of spontaneous affective behavior 
recorded in real-world settings. Keeping in mind the complexity 
of affective computing, we also briefly examine studies that 
represent exemplary approaches to treating a specific problem 
relevant for advancing human affect sensing technology.   
For exhaustive surveys of the past efforts in the field, readers are 
referred to [20], [55], [57], [58], [59], [61], [69], [75].  
This section is focused on an overview of the existing computing 
methods for automatic human affect recognition based on audio 
and/or visual displays. For the surveys of existing databases of 
spontaneous human affective behavior, the readers are referred to 
[18], [34], [62]. 

3.1 Facial Expression Recognition 
The current research of facial expression recognition can be 
divided into two directions [15]: recognition of affect and 
recognition of facial muscle action (facial action units). 
As far as automatic facial affect recognition is concerned, most of 
the existing efforts studied the expressions of the six basic 
emotions due to their universal properties, their marked reference 
representation in our affective lives, and the availability of the 
relevant training and test materials (e.g., [42]). There are a few 
tentative efforts to detect non-basic affective states from 
deliberately displayed facial expressions including fatigue [40], 
pain [49], and mental states like agreeing, concentrating, 
disagreeing, interest, frustration, thinking and unsure [28], [43], 
[82]. 
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Growing efforts are recently reported toward automatic analysis 
of spontaneous facial expression data [5], [6], [15], [16], [17], 
[39], [49], [50], [70], [78], [84]. Some of them study automatic 
recognition of AUs rather than emotions from spontaneous facial 
displays [5], [6], [15], [16], [78]. Several of these studies [17], 
[78] investigated the difference between spontaneous and 
deliberate facial behavior. The study [17] showed that many types 
of spontaneous smiles (e.g., polite) are smaller in amplitude, 
longer in total duration, and slower in onset and offset time than 
posed smiles. In addition, it has been shown in [78] that 
spontaneous brow actions (AU1, AU2 and AU4 in the FACS 
system) have different morphological and temporal characteristics 
(intensity, duration, and occurrence order) than posed brow 
actions.  
The usually extracted facial features are either geometric features 
such as the shapes of the facial components (eyes, mouth, etc.) 
and the location of facial salient points (corners of the eyes, 
mouth, etc.) or appearance features representing the facial texture 
including wrinkles, bulges, and furrows. Typical examples of 
geometric-feature-based methods are those of Chang et al. [13], 
who used a shape model defined by 58 facial landmarks, and of 
Pantic and her colleagues [56], [60], [78], who used a set of facial 
characteristic points around the mouth, eyes, eyebrows, nose, and 
chin. Typical example of hybrid, geometric- and appearance-
feature-based method, is that of Zhang and Ji  [90], who used 26 
facial points around the eyes, eyebrows, and mouth and the 
transient features like crow-feet wrinkles and nasal-labial furrows. 
Typical examples of appearance-feature-based methods are those 
of Bartlett et al. [5], [6] and Guo and Dyer [36], who used Gabor 
wavelets or eigenfaces, of Anderson and McOwen [1], who used a 
holistic spatial ratio face template, of Valstar et al. [77], who used 
temporal templates, and of Chang et al. [11], who built a 
probabilistic recognition algorithm based on the manifold 
subspace of aligned face appearances. An exemplar method of 
using both geometric and appearance features is that proposed by 
Lucey et al. [50], that uses Active Appearance Model (AAM) to 
capture the characteristics of the facial appearance and the shape 
of facial expressions.  
Most of the existing 2D-feature-based methods are suitable for 
analysis of facial expressions under a small range of head 
motions. Thus, most of these methods focus on recognition of 
facial expressions in near-frontal-view recordings. An exception 
is the study of Pantic and Patras [56], who have explored 
automatic analysis of facial expressions from the profile-view of 
the face. 
Few approaches to automatic facial expression analysis are based 
on 3D face models. Huang and his colleagues (i.e., [14], [70], 
[84]) used the geometry or appearance features extracted by a 3D 
face tracker called Piecewise Bezier Volume Deformation 
Tracker [74]. Cohn et al. [16] focused on analysis of brow action 
units and head movement based on a cylindrical head model [81]. 
Chang et al. [12] and Yin et al. [83] used 3D expression data for 
facial expression recognition. The progress of the methodology 
based on 3D face models may yield view-independent facial 
expression recognition, which is important for spontaneous facial 
expression recognition because the subject can be recorded in less 
controlled, real-world settings.  
Relatively few studies investigated the fusion of the information 
from facial expressions and head movements [16], [40], [90], and 

the fusion of facial expression and body gesture [4], [35], [43], 
with the aim to improve affect recognition performance. Except 
for few studies, e.g., the studies [60], [29] that investigated 
interpretation of facial expressions in terms of user-defined 
interpretation labels, and the study [40] that investigated the 
influence of context (work condition, sleeping quality, circadian 
rhythm, and environment, physical condition) on fatigue 
detection, the existing automatic facial expression analyzers are 
context insensitive. 

3.2 Audio Expression Recognition 
Research on audio expression recognition is also influenced by 
basic emotion theory so that most of the existing efforts toward 
this direction chose the basic emotions or a subset of them as 
recognized targets. There are a few tentative studies that have 
investigated the detection of certain application-dependent 
affective states. Examples of these studies are those of Hirschberg 
et al.  [37], who attempted deception detection, of Liscombe et al. 
[47], who focused on detecting certainness, Kwon et al. [45], who 
focused on detecting stress, of Zhang et al. [89], who focused on 
detecting confidence, confusion, and frustration, of Batliner et al. 
[7], who focused on detecting trouble, of Ang et al. [2], who 
focused on detecting annoyance and frustration, and of Steidl et 
al. [71], who conducted detection of motherese and empathy. 
More recently, few efforts towards automatic recognition of 
nonlinguistic vocalizations like laughters [76] and cries [54] have 
also been reported. 
Some researchers started to turn their focus to investigation of 
spontaneous emotion recognition by using the audio data 
collected in call centers [46], [52], meetings [52], wizard of OZ 
[7] or other dialogue systems [8], [48]. In this natural interaction 
data, affective expressions are often subtle, and basic emotion 
expressions seldom occurred. Accordingly, these studies always 
chose to detect coarse affective states, i.e., positive, negative and 
neutral in [46], [52], [48], or application-dependent states as 
described above. 
When the research shifts from posed emotion expression to 
spontaneous emotion expression, only acoustic information is not 
enough to detect the change of audio affective expression, as 
indicated by Batliner et al. [7] that “the closer we get to a realistic 
scenario, the less reliable is prosody as an indicator of the 
speakers emotional state”. Thus, a few studies investigated the 
combination of acoustic features and linguistic features (language 
and discourse) to improve recognition performance. Typical 
examples of linguistic-paralinguistic-fusion methods are those of 
Litman et al. [48] and Schuller et al. [68], who used spoken words 
and acoustic features, of Lee and Narayanan [46], who used 
prosodic features, spoken words and information of repetition, 
and of Bartliner et al. [7], who used Part-of-speech (POS), 
dialogue act (DA), repetitions, corrections, and syntactic-prosodic 
boundary to infer the emotion. Litman et al. [48] investigated the 
role of the context information (e.g. subject, gender and problem, 
turn-level features representing local and global aspects of the 
prior dialogue) on audio affective recognition.  
Although the above studies indicated recognition improvement by 
using information of language, discourse and context, automatic 
extraction of these related features is a difficult problem. First, 
existing automatic speech recognition systems cannot reliably 
recognize the verbal content of emotional speech [3]. Second how 
to extract semantic discourse information is more challenging. As 
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a result, most of these features have been extracted manually or 
directly from transcripts.  

3.3 Audio-visual Expression Recognition 
In the survey written by Pantic and Rothkrantz in 2003, [59], only 
four studies were found that were focused on audiovisual affect 
recognition. Since then, an increasing number of efforts are 
reported toward this direction. Although most of existing audio-
visual affect recognition studies investigated recognition of basic 
emotions, fewer efforts are underway to detect non-basic emotion, 
i.e., those of Zeng et al. [85], [87], [88], who added 4 cognitive 
states (interest, puzzlement, frustration and boredom) considering 
the importance of these cognitive states in human computer 
interaction. 
Recently a few studies have been reported toward audio-visual 
spontaneous emotion recognition [10], [30], [86]. These studies 
are that of Zeng et al. [86], who used the data collected in 
psychological research interview (Adult Attachment Interview), 
and of Fragopanagos and Taylor [30] and Caridakis et al. [10], 
who used the data collected in Wizard of OZ scenarios. Because 
their data were not sufficient to build classifiers for fine-grained 
affective states (e.g., basic emotions), they chose to recognize 
coarse affective states, e.g., positive and negative states in [86], or 
quadrants in evaluation-activation space [10], [30]. The studies 
[10], [30] applied the FeelTrace system that enables raters to 
continuously label the change of affective expressions. The study 
[30] noticed the considerable labeling variation among four raters 
using FeelTrace [19] due to subjectivity of audio-visual affect 
judgment. Specifically, one rater mainly relied on audio 
information to make judgment while another rater mainly relied 
on visual information. In order to reduce this variation, the studies 
[86] made the assumption that facial expression and vocal 
expression has the same coarse emotional states (positive and 
negative), and then directly used FACS-based labels of facial 
expressions as audio-visual expression labels.     
Three fusion strategies (feature-level, decision-level and model-
level fusions) are found to be used in the audio-visual affect 
recognition. A typical example of feature-level fusion is the study 
[9], which concatenated the prosodic features and facial features 
to construct joint feature vectors that are then used to build an 
affect recognizer. However, the different time scale and metric 
level of features from different modalities and increasing feature 
dimension influence the performance of the feature-level fusion.  
Most of the bimodal affect recognition studies applied decision-
level fusion (e.g., [9], [31], [38], [79], [88]), which independently 
model audio-only and visual-only expressions, then combine 
these uni-modal recognition results at the end. Since humans 
display audio and visual expressions in a complementary and 
redundant manner, the conditional independent assumption of 
decision-level fusion actually loses the correlation information 
between audio and visual signals. Some interesting model-level 
fusion methods are introduced that can make use of the 
correlation between audio and visual streams, and relax the 
requirement of synchronization of these streams. Zeng et al. [87] 
presented Multi-stream Fused HMM to build an optimal 
connection among multiple streams from audio and visual 
channels according to maximum entropy and the maximum 
mutual information criterion. Zeng et al. [85] extended this fusion 
framework by introducing a middle-level training strategy under 
which a variety of learning schemes can be used to combine 

multiple component HMMs. Song et al. [73] presented tripled 
HMM to model correlation properties of three component HMMs 
that are based individually on upper face, lower face and prosodic 
dynamic behaviors. Fragopanagos and Taylor [30] proposed an 
artificial neural network with a feedback loop called ANNA to 
integrate the information from face, prosody and lexical content. 
Caridakis et al. [10] investigated combining face and prosody 
expressions by using Relevant Neural Networks. 

4. CHALLENGES 
The studies reviewed in the previous section indicate two new 
trends in the research on automatic human affect recognition: 
analysis of spontaneous affective behavior and multimodal 
analysis of human affective behavior including audiovisual 
analysis, combined linguistic and nonlinguistic analysis, and 
multi-cue visual analysis based on facial expressions, head 
movements, and/or body gestures. Several previously-recognized 
problems have been finally addressed. At the same time, several 
new challenging issues have been recognized, including the 
necessity of studying the temporal correlations between the 
different modalities (audio and visual) as well as between various 
behavioral cues (e.g., facial, head, and body gestures).  

Here we focus on discussing the challenges in computing methods 
for developing of automatic spontaneous affect recognizer. As for 
the challenges to spontaneous emotion database collection and 
annotation, the readers are referred to [18], [21], [34], [59], [62]. 

4.1 Visual Input 
Development of vision processing techniques that are robust in 
fully unconstrained environments is still in the relatively distant 
future. The existing visual face detection and tracking techniques 
are just able to reliably handle the near-front/profile view of face 
images with good resolution and lighting conditions. In a realistic 
interaction environment, the arbitrary movement of subjects, low-
resolution and hand occlusion can cause these techniques to fail.  
The view-independent facial expression recognition based on 3D 
face model is worthy of further investigation [12], [83]. 
Development of a robust face detector, head and facial feature 
tracker forms the first step in the realization of facial expression 
analyzers capable of handling unconstrained environment.  
In a realistic interaction environment, a facial expression analyzer 
should be able to deal with noisy and partial data and to generate 
its conclusion with confidence that reflects uncertainty of output 
of face and face point localization and tracking. Further efforts are 
needed toward modeling the static and dynamic structure of facial 
expression in order to handle noise features, temporal 
information, and partial data.  
Except for few studies (e.g., [4], [16], [35], [40], [90]), the 
existing efforts analyzed facial expression behavior isolated from 
other visual cues (eye and head movement, and body gesture). It 
is suggested in the study [44] that multimodal coordination of 
facial expression, head movement and gesture is important to 
judge certain affect expression such as embarrassment. Integration 
of these multiple cues for automatic visual-based affect 
recognition is a largely unexplored research. 

4.2 Audio Input 
When our aim is to detect spontaneous emotion expressions, we 
have to take into account both linguistic and paralinguistic cues 
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that mingle together in audio channel. Although a number of 
linguistic and paralinguistic features (e.g. prosodic, dysfluency, 
lexicon, and discourse features) have been introduced for affect 
recognition in literature, the optimal feature set has not yet been 
established from the existing experiments.   
Another challenge is how to reliably automatically extract these 
linguistic and paralinguistic feature from the audio channel. When 
we analyze the prosody in realistic conversation, we have to 
consider the multiple functions of prosody that include expression 
of affect and a variety of linguistic function [53]. Prosody features 
can be used to indicate discourse and segmentation information 
not only to express emotion. The prosodic event model that can 
reflect these functions simultaneously is worthy of further 
investigation. In addition, automatic extraction of spoken words 
from spontaneous emotional speech is also a difficult problem 
because the recognition rate of the exiting automatic speech 
recognition (ASR) system is far from perfect. The emotional 
aspects in speech further reduce ASR performance [3]. The 
automatic extraction of high-level underlying semantic linguistic 
information (e.g. dialogue act, repetitions, corrections, and 
syntactic information) is more challenging. 

4.3 Fusion 
Although the benefit of fusion (i.e., audio-visual fusion, linguistic 
and paralinguistic fusion, multi-visual-cue fusion from face, head 
and body gestures) for affect recognition is expected from 
engineering and psychological perspectives, our knowledge of 
how humans achieve this fusion is extremely limited. The 
neurological studies on fusion of sensory neurons [72] seem to 
more support early fusion (i.e., feature-level fusion) than late 
fusion (i.e., decision-level fusion). However, it is an open issue 
how to construct suitable joint feature vectors composed of 
features from different modalities with different time scales, 
different metric levels and different dynamic structures, based on 
existing methods. Due to these difficulties, most researchers 
choose decision-level fusion that simplifies the fusion problem by 
introducing the conditional dependent assumption. Model-level 
fusion or hybrid fusion that combines the benefits of both feature-
level and decision-level fusion methods may be the best choice 
for this fusion problem. Based on existing knowledge and 
methods, how to model multimodal fusion is largely unexplored. 
A number of issues relevant to fusion require further 
investigation, such as the optimal level of integrating these 
different streams, the optimal function for the integration, as well 
as inclusion of suitable estimations of reliability of each stream.  

4.4 Context 
Investigation is clearly warranted to address how to make use of 
contextual information to improve the performance of affect 
recognition. Emotions are intimately related to a situation being 
experienced or imagined by human. Without context, human may 
misunderstand speaker’s emotion expressions. Since the problem 
of context sensing is very difficult to solve, pragmatic approaches 
(e.g. activity- and user-profiled approaches) should be taken when 
learning the grammar of human affective behavior [57]. Yet, with 
the exception for a few studies (e.g., [29], [40], [48], [60]), 
virtually all existing approaches to machine analysis of human 
affect are context insensitive. Building a context model that 
includes person ID, gender, age, conversation topic, and workload 
need the help from other research field like face recognition, 

gender recognition, age recognition, topic detection, and task 
tracking. 

4.5 Evaluation 
Unfortunately, the diverse methods reviewed in this paper are 
difficult to compare because they are rarely tested on a common 
experimental condition (e.g., data and annotation). United efforts 
of different research communities are needed to address the 
evaluation of system performance based on a comprehensive, 
readily accessible benchmark database with annotation. 

5. CONCLUSION 
In the comprehensive survey written by Pantic and Rothkrantz in 
2003 [59], almost all automatic affect recognition efforts were 
based small artificial emotion data, and only four studies were 
focused on audio-visual affect recognition. Since then, the picture 
has changed considerably. Increasing efforts are reported toward 
recognition of spontaneous affective expression by using audio 
and visual information and fusion methods. Some pilot studies 
have identified some problems that have been missed or avoided 
in uni-modal posed emotion recognition.    

The shifts of perspective in affect recognition research, from uni-
modal to multimodal and from posed emotion expression to 
spontaneous emotion expression, in turn highlight many 
challenges to our knowledge and existing techniques. 
Collaboration among related disciplines is certainly the most 
powerful means to advance our knowledge on the nature of affect, 
and in turn enhance automatic affect recognition performance.  
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