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Abstract-We attempt to automate facial expression recogmitio
and introduce it into the man-machine interactionsaa new
modality. This will make the interaction compact dnmore
efficient. As the first step, we developed a selptive expert
system that accepts the facial features contoursal@ed in a
static dual-view facial image and returns the expsion
interpretation label(s) used by the wuser. Expressio
identification in terms of the encountered facialctons is also
displayed to the user. Reasoning with uncertainthoat the
extracted facial expression data is employed focié action
coding and quantification. A memory of experiencesspired by
the Shank’s theory of human autobiographical memory
organization and the instance-based learning, expas the
encoded facial actions in terms of the learned irgeetation
labels. Validation studies on the prototype suggekat the
expressions’ identifications and interpretations fsieved are
generally consistent with those defined by the sser

[. INTRODUCTION

The human face is an independent communicationnghan
that transmits emotional and conversational signals
encrypted as facial expressions. Facial displays loa
viewed as communicative signals that help harmonize
conversation and play a major role in human intesaand
non-verbal communication [11]. If the goal is tosim a
human-like man-machine interaction, then human -tace
face communication provides an ideal model. To echi
this goal, automatic encoding and interpretationfazfial
signals should be facilitated.

Humans detect and interpret faces and their express
in a scene with little or no effort. Still, developnt of an
automated system that accomplishes this task iserat
difficult. The main problems are identification dhe
encountered facial expression (i.e. facial actiodirg) and
interpretation of the facial expression.

One of the fundamental issue about the latter @efine
the set of categories we want to deal with in dgisg/
interpreting expressions. Most of the existing &sdon
automatic facial expression analysis perform a wdarg
classification into one of the sbasic emotion categoriezs
defined by Ekman [6] (anger, disgust, happinessy, fe
surprise and sadness). Some recent examples chatito
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singular emotional classifiers of facial expressioare
proposed by Black et al. [1], Huang et al. [9], igost al.
[8], Otsuka et al. [14], Edwards et al. [4].

Yet, it is definitely not certain that all faciakgressions
able to be displayed on the face can be clasdifiet&r one
of the six basic emotion categories. Think aboutalted
blended emotional expressions (e.g. raised eyebsowis
smiling mouth) or an “l don’t know” expression. Bss,
some user might have different interpretation phdicular
expression than some other user. Therefore, annadua
user-oriented facial expression analyzer shouladpable
of adapting its classification mechanism accordiogthe
user’s subjective interpretation of facial expressi

In order to conceive pairing of arbitrary expressiae.
arbitrary facial actions) with a given interpretati label,
automatic facial action encoding is needed. TheidFac
Action Coding System (FACS) [5] has been develofmed
facilitate objective measurement of facial activifgr
behavioral investigations of the face. It is a sgstlesigned
for human observers to detect subtle changes irlfac
appearance caused by contractions of the faciatlesisin
a form of rules, FACS provides a linguistic destioip of
all possible visually detectable facial changeteims of 44
Action Units (AUs). So far, several studies on eisbased
facial gesture analysis suggested that FACS AUddcbe
detected from digitized facial images [3].

Essa et al. [7] use spatio-temporal templatesdogrize
2 facial actions and 3 prototypic emotional expmss
Cohn et al. [2] achieved some success in automédicig!
action coding by feature point tracking of some npmi
manually located in the first frame of an examiriadial
image sequence. Their method can identify 8 indiaid
AUs and 7 AUs combinations under the constraint ¢aah
image sequence starts with a neutral expressiordaesi’t
contain more than one facial action in a row. ketfi is not
known whether any of the methods reported up-te-dsit
sufficient for describing full range of facial amtis. None of
the systems presented in the literature deals Wiith,
quantified facial action coding and self-adaptiveltiple
classification of expressions in terms of user+ukdilabels.

This paper presents a system that can robusthoperf
interpretation of static dual-view facial imagedenms of:

« 30 different facial actions and their intensity and

» multiple quantified user-defined interpretationdéh
The system consists of three major parts (Fig. dBta
extractor, facial action encoder, and expressiagsifier.



The Data Extractor is a framework for “hybrid” faki
expression data extraction, which for each prontifigcial
feature applies multiple feature detectors on tkereéned
dual-view facial image. The Data Extractor is ek in
section Il. The Facial Action Encoder makes thet bes

DB of
training images

Facial Data Extractor
Contour > Eyebrow |_ Eyebrow
Detector / Detector - Detector k
MRP to > Eye L Eye
RFM \ Detector Detector k

Profile Mouth _ Mouth
Detector Detector - Detector
) 4
Facial Action Encoder v

Pre-processing Evaluator

Evaluate Evaluate
| Data |«— Incoming Detected
certainty Data feature

DA ¢

Encode & quantify
displayed facial

DB of
extreme

actions
v Post-processing Evaluator
Evaluate | ... > Reason on
the > Hercules prototypic
AU-codes [€— 4 expressiong
|
|}
e — =, Fada Expression Classifier

v

Classify
AU-codes

User interpretatio

training, learning

v

Memory
of

Quantify
interpretatio
labels

Evaluate
result
certainty

Feedback
(optional)

Final result

Fig. 1. System structure

possible selection from the redundantly localizedtours

of the facial features, deals with missing datsiges a
certainty measure to the evaluated data (i.e. oofidence
in data) and infers about the encountered facigb@e An

expert system performs this. The Facial Action Eecas

presented elsewhere [16] and here we are providisiga

short overview of it in section Ill. The Facial Ergsion

Classifier expounds the identified facial actiongerms of
the interpretation labels defined by the user. @eamic

memory of experiences facilitates this. The memimy
dynamic since new interpretation labels can benkdmwith

experience. The Expression Classifier, i.e. systdaedrning
facility, is explained in section IV. The testingsults are
presented in section V. Section VI concludes theepa

Il. FACIAL DATA EXTRACTOR

Efforts have recently turned to expression classiion by
image processing of video sequences [1], [7], [, [14].
Our approach is more in line with FACS [5] and Ek’sa
work on prototypic emotional facial expressions {6jwe
perform expression classification in photographs. our
system only the end-state of facial movement issoneal
and classified in comparison to an expressionkess 6f the
same subject. The movement itself is not measured.

The system deals with static, dual-view facial ies®gdlhe
images are acquired using two digitized camerasnieal,
on the head of the user, on the holders attached to
headphone-like device. One camera holder is plac&dnt
of the face at approximately 15 centimeters fromtip of
the nose (frontal view). The other camera holdeplézed
on the right side of the face at approximately &Bticneters
from the center of the right cheek (side view). ekerthe
presence of the face in the scene is ensured and eat-
of-plane head motions cannot be encountered (he. t
images are scale and orientation invariant).

The existing automated face analyzers usuallyzetik
single kind of facial feature detector [3]. In c@st, we are
proposing a “hybrid” approach to facial expressibata
extraction. Per facial feature (eyebrows, eyeseno®uth)
the Data Extractor applies multiple detectors dfedent
kinds. For instance, a neural network originallggmsed by
Vincent [19] that finds the micro-features of theeg or an
active contour method proposed by Kass [10] perform
currently automatic localization of the eye contddut, any
other detector picked up “off the shelves” thatfpens
localization of the eye contour can be used inst&ather
than fine-tuning the existing- or inventing newheigjues,
known detectors are combined. The motivation for
combining detectors is the increase in quality bé t
“hybrid” detector. Each detector has circumstanaeder
which it performs extremely well. So a hybrid deétec
should perform better than the best single detedtoturn,
introducing redundancy by applying multiple detestper
facial feature and then selecting the best of thguiaed
results yields more accurate and more completeo$et
detected facial features (i.e. less missing dé&a) it is the
case when utilizing a single detector per faciatdee.



After invoking all integrated detectors, each |aozd
contour of a prominent feature is stored in a sapafile.
Those files form the input to the Facial Action Bder.

I1l.  FACIAL ACTION ENCODER

The Facial Action Encoder consists of three pdustrated
in Fig. 1: pre-processing evaluator, data analyP#) and
post-processing evaluator. Since the Facial AcEonoder
has been presented elsewhere [16], we are proviuing
just a short overview of this part of the system.

A. Facial Data Evaluator

The Facial Data Evaluator operates in two stagest E
delimits the geometry of the encountered expres$ipn
choosing the “best” of the redundantly localizectidh
features’ contours stored in the files that form tutput of
the Facial Data Extractor. In the second stagedéfamed
facial expression geometry is represented in tesfeur
face model. The set of the face-model points tagetVith
the assignedertainty factors(CFs) form the input to the
Facial Data Analyzer.

The reasoning of the first stage applies the kndgde
about the facial anatomy (e.g. the inner cornerthefeyes
are immovable points) to check the correctness hef t
results achieved by the facial feature detectorer F
example, a file containing the result of an eyeedtr is
discarded if the localized inner corners of thesegleviate
for more than 5 pixels from the inner corners of tyes
localized in the expressionless face of the sarbgesu An
inter-file consistency check is also performedh# contour
stored in the tested file deviates for more thampik@ls in
any direction from relevant contours stored in titber
files, the tested file is discarded. To make thet lmoice
between the results of different detectors, whtalize a
contour of the same feature, we are using the ipeisr
mON being off-line manually assigned to the integrated
detectors based on their testing results. Eachlféeature is
delimited by the content of a not discarded filenpoising
that feature’'s contour localized by the highestorty
detector. The priority of the selected detectofwhereM is
the highest priority a detector can have) defires CF
assigned to the pertinent facial feature as ginga).

CF =(1M)Om (1)
If localizing a certain feature’s contour failse(i.all of the
relative files are discarded), the pertinent fezitucontour
localized in the expressionless face of the sambgesuis
used to substitute missing data. The CF assignetheo
feature being substituted in this way is set/@M .

We utilize a point-based face model composed of2ido
facial views, namely the frontal and the side vigig. 2).
Since the images are scale- and orientation invaria
extraction of the model points from the localizezhtours
of the facial features is straightforward. To eaafhthe
model points a CF is set to the CF of the faciatdee (e.g.
profile, mouth) to which the point belongs.
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Fig. 2. Face mod
B. Facial Action Coder

This part of the system performs quantified fa@ation
coding based on the facial expression data exttaatel
evaluated by the parts of the system previouslya@xgd.
30 rules of the employed expert system encode the
knowledge that has been acquired from FACS [5] in a
straightforward manner. Each rule recognizes atitinaf a
single AU based on the deviation of the model mofrdm
the pertinent points localized in an expressionkesg of
the same person. For instance, the rule for retiognof
AUS5 activation (“raised eyelid”) has the followingseudo-
code ‘IF the distance 3F is increased OR the distance 4F1
is increased THEN AUS5 is activatedsee Fig. 2). The
system can recognize the following AUs: 1, 2, 4657, 8,
9, 10, 12, 13, 15, 16, 17, 18, 19, 20, 23, 24,2%,27, 28,
28b, 28t, 36b, 36t, 38, 39 and 41.
The CFs associated with the facial poingg,---, py

define the CF of the related distances as givéR)in

CF feature =/20min{CF , -+, CF, | 2

The overall certainty of a premise of a fired rute

calculated as follows:
1. For the portion of the premise that contains clawde

and c2 related axlCc2, CF =min(CFy,CFgy).
2. For the portion of the premise that contains clawde

and c2 related ax1Cc2, CF =maXCF,CFcy).
3. If the premise contains only, CF =CF..

Each premise clause of each rule is related withrtain
Sigmoid function whose parameters are on-line eéefin
based on the contents of the database containiag th
extreme model deformations. The value of this fiomct
defines so-callednembership gradéMG) of the given
rule’s premise. Further, the cumulative membersirgde
MG, of the premise p is calculated and multiplied by

100% to obtain the intensity of the activation bétAU
recognized by that ruleMG, of a rule’s premise is

calculated from the membership gradefds. associated

with the premise’s clause(s).

1. For the portion of the premise that contagi$ c2,
MG, = avg(MGy, MGy).

2. For the portion of the premise that contagi§ c2,
MG, = ma{MGg, MGy).



3. If the premise contains only, MG, = MGc.

A processing loop ends with eventual updating @& th
database of extreme model deformations (in the ttegean
encountered deformation is greater than the pettisiered
deformation) and searching for a rule that the gsecwill
try to fire in the next loop. Fast direct chainisgapplied as
the inference procedure. It is a breadth-first cear
algorithm that starts with the first rule of theokvledge
base and continues with the rule whose premiseselau
forms the conclusion of the fired rule.

C. Post-Processor

In the case a certain facial feature fails to beected, the
Facial Action Encoder utilizes the pertinent featdetected
in the expressionless face to substitute missing. déence,
exact information about the examined expressidasis To
avoid this, we exploit a higher level “grammar” bésic
emotional expressions as defined by Ekman [6]. Weeet
for instance, that there is a higher possibilitgtta smile is
coupled with “smiling” eyes than with expressiosleyes.

TABLE 1
RULES FOR DETERMINING AU CODE OF UNDETECTED FACIAL
FEATURE BY EMOTIONAL EXPRESSION CLASSIFICATION

Eyes Eyebrows| Mouth
Sadness 7if1 1 15
Fear 5+7 1if5 20
Happiness| 6 - 12
Surprise 5 1+2 26
Disgust 9 9 9
Anger 7 4 24

The post-processor of the Facial Action Encoddizas
an existing expert system, called HERCULES [15], to
classify the encoded facial actions, say,,..., AU; , into

one of the six basic emotion categories and to aset
hypothesis about the possible appearance of uriddtec
facial features. The expression’s AU-coded desdoripts
adjusted upon the returned emotion label by a lohd
backward reasoning of the HERCULES’ inference emgin
(see Table 1 for the utilized rules). The CF assigto the
newly added AU is calculated according to form@a (
CFadded au =1/20min{CFay, -+, CFay, | 3)

IV. FACIAL EXPRESSIONCLASSIFIER

Nowadays psychological theories on facial expressiof
emotions are ambiguous, doubtful and most of all
inadequate for interpretation of each and everyiafac
expression able to be displayed on human face [17].
Besides, most of the explicit attempts to autonfatsal
expression emotional interpretation use -cultureifipe
emotion terminology such as “angry” or “sad” [14],[[7],

[8], [9], [14], [15], instead of linguistic univeats such as
“he means bad” or “he feels disappointed”. In order
facilitate a valuable interpretation of facial eggsions in a

user-defined domain, we should allow the user tiinde
his/her own facial expression interpretation sp&¢ih this
in mind we developed a learning facility, whicheaflates
multiple quantified classification of the shown eaxgsion
into the user-defined interpretation categories.

The kernel of the learning facility is the dynamemory
of experiences. The organization of the dynamic orgm
and the reasoning style of the Facial Expressi@assifier
are explained in section A. The dynamic memory qens
two functions. In interpret mode, it accepts th@ression
identification (i.e. facial actions) determined the Facial
Action Encoder and returns the appropriate quaatifi
interpretation label(s). In learn mode, it acceplte
identification and the attributed interpretatiorbda and
adds them to its repertoire for future use. Leaadenis
evoked each time a new expression is encounteretieor
user is not satisfied with the given interpretatiorhe
memory is initially endowed with 52 identification-
interpretation pairs learned during system’s trainphase.
Processing of the training phase is delimited . Bi with
broken arrows and explained in section B. The prtr
and learn mode are explained in section C andosebti

A. The Reasoning Style

The organization of the memory of experiences lsring
together Schank’s theory on functional organizatioi
human autobiographical memory [18] and the instance
based learning as a representation of these caraept
structures in the design of self-adaptive system.

Schank’s model of human memory is an attempt to
explain how the memories of autobiographical soeiants
are stored, organized and remembered. Based omi8sha
model, the Facial Expression Classifier is charamtd by
three peculiarities. Since humans are more capable
recalling experiences than articulating internalesu the
memory of experiences is derived primarily by entatien
of specific experiences. To resemble human problem
solving behavior when one is confronted with a tove
situation, the Expression Classifier reasons onesgemeral
similarities to come with an answer when a problism
encountered for which no specific case or rule eeich
exactly. To achieve this, similar cases are reptese
within the same dynamic memory pool, which orgasize
experiences according to thematic similarities .(e.g
expressions affixed with the same interpretatiobela
belong to the same memory pool). Finally, the Egpian
Classifier learns automatically — the dynamic memisr
augmented by each additional case that is presented

Traditional learning methods usually construct aplieit
description of the target function when trainingaeples
are provided. In contrast, instance-based methodplys
store the training examples [12]. This makes thetaince-
based methodology very suitable for design of tieenory
of experiences so that it resembles human autcdgibigal
memory. The instance-based learning is also refaweas
“lazy” because generalizing beyond the trainingneples is
postponed until a new instance must be classifiéden a



new query instance is encountered, a set of simélated
instances is retrieved from the memory and usesdlatssify
the new instance. The ‘“laziness” of the instanceeda
methods alleviates emulating of human problem sglvi
behavior when one is confronted with a novel expare.
Moreover, the “laziness” of instance-based appreach
facilitates a different approximation to the tardenction
for each distinct query instance that must be ilads This
has significant advantages in the case of our tdugetion
(i.e. multiple classification of a single expresgiowhich is
very complex but can be described by a set ofdessplex
local approximations (i.e. expression componentsifog
the encountered facial display can be separata$sitied).

B. Training

It is widely believed that there are six so-callbdsic
emotions, which are associated with distinctive idiac
expressions one can universally recognize [6]. bhsic
emotions are believed to be a part of the bioldgitakeup

of human species and to be therefore “hardwired’. |
contrast to this view, Ortony and Turner [13] sugigd that

it is not emotions themselves but components oftiems
which are universally linked with some facial desys (e.qg.
“squared” mouth or raised eyebrows) and which can b
described by culture independent linguistic uniakrs

The theory of Ortony and Turner forms the fundarmkent
assumption underlying our choice of training imadrather
than using prototypic emotional expressions weusing a
set of facial expression components — individuaiaia
actions (AUs) and some combinations of these — to
compose a representative set of expressions usednfo
initial furnishing of the dynamic memory. The cheiof
facial expression components (Table 2) was infladnioy
both, the set of facial actions that the FacialigxcEncoder
actually recognizes and the facial actions thataittarize
the six basic expressions of emotions (for theesgmtation
of the prototypic expressions in terms of AUs sE8)|

The database of training images was created with dfe
eight certified FACS coders. The subjects were cske
display the expressions listed in Table 2. 216 pixels
dual-view images were acquired under constant itation
and none of the subjects had a moustache, a beavdaw
glasses. Then each subject was asked to assigdex of
impression to each of 364 dual-views of the other 7
subjects, reflecting his/her opinion about theiditiveness
and clarity of the judged expression when compéaoethe
expressionless face of the pertinent subject. Té@ays of
the 52 expressions listed in Table 2, having thghédst
average index of impression, were selected to nihke
database of training images. The chosen image®fafe
distinct subjects of both sexes, ranged in agestimuicity.

In the training phase, 52 dual views are retriegrd by
one from the training database and shown to the use
together with the expressionless face of the pamtin
subject. The user assigns one and only one intatfme
label to each expression. The expression idertific(i.e.

the activated AUs) and the attributed interpretatabel are
then stored in the dynamic memory.

TABLE 2
THE SET OF 52 FACIAL EXPRESSION COMPONENTS;
DISPLAYS OF THESE FORM THE TRAINING EXAMPLES

AU Description AU Description
Inner brow raised 24 Lips pressed
2 Outer brow raised 26 Mouth wide
1+2 Raised eyebrows| 27 Jaw dropped
4 Frown eyebrows | 28 Lips sucked in
5 Eye(s) wide open| 28b B. lip sucked
6 Smiling eyes 28t U. lip sucked
7 Eyelid(s) tensed | 41 Eyelid drop
1+4+5+7 | From “fear” 20+25 From “fear”
1+4+5 From “fear” 15+20 -
1+4+7 From “sadness” | 15+26 -
1+5+7 From “fear” 23+17+26 From “anger”
1+4 From “sadness” | 23+17 From “anger”
1+5 From “fear” 23+26 From “anger”
1+7 From “sadness” | 24+17+26 From “anger”
5+7 From “fear” 24+17 From “anger”
8 Lips tensed open| 24+26 From “anger”
9 Nose wrinkled 10+16+25 | From “anger”
10 Upper lip raised | 10+17+25 | From “disgust’
12 Lip corners raised 9+17+25 From “disgust]
13 Sharp AU12 10+17 From “disgust”
15 Lip corners down| 10+25 From “disgust”
17 Chin raised 9+17 From “disgust”
18 Puckered lips 9+25 From “disgust”
19 Tongue show 12+16+25 | From “happy”
20 Mouth stretched | 12+25 From “happy”
23 Lips tightened 16+25 From “anger”

The training phase of the system ends with indeximeg
training examples, i.e. classifying the trainingstances
according to the attributed interpretation labeiisTresults
in partitioning of the dynamic memory into the eagsion
pools. Each expression pool is a tree with “fukpeession
stored at the root and the parts of that expressiored at
the leaves. The expression stored at the rooteftain tree
is defined by the system as a collection of alltinics
components of the expressions being classified th&
same interpretation category. Hence, the dynamimang
organizes the experiences (expressions) accordirtheir
thematic similarity (interpretation), where eactpesience
is represented by a set of its components (faciaras).

C. Interpret Mode

Any recurring expression is first identified by ti@cial
Action Encoder and the resulting list of facial ian$ is
channeled down the expression pools until it resche
identical event previously encountered. This resuh
“reminding” the interpretation of that expressidn. the
case that there is no identical instance storegdémrmemory
pockets, the encountered expression is decompaogedts
components by the first-nearest neighbor algoritfihe
algorithm matches the facial actions of an inpuengv
against each of the stored experiences to dec&erta that
includes most of it. The algorithm is iterated Llrttie



encountered expression is fully represented witket of
events stored in the expression pools. Since thiairg
database contains displays of each and every dhdiVi
facial action that the Action Encoder is actuallyleato
recognize, the expression pools are initially eneldwith
those micro-events and the termination of the dlgoris
therefore ensured. The interpretations coupled wlith
matched memory instances are displayed to the user.

The system also assigns an intensity level to (eécthe
resulting interpretation label(s). The intensityupted with
an ensuing interpretation is the output on the rapson
that each AU, forming a component of the “full” egpsion
having that interpretation, has the same influeanethe
intensity. Thus, the ratio of matched AUs in theun
expression to the number of AUs in the expressiored at
the root of the pertinent expression pool decithesissue.
For example, if the expression stored at the rdothe
“happy” pool is composed of 5 distinct AUs and 4 Abf
the input expression match the events of the “happypl,
the intensity of the resulting “happy” label is 80%

A certainty factor (CF) is associated with the émgu
expression interpretation label(s) as well. Foheasulting
interpretation label, the CF assigned to that agich is
determined by the CFs assigned to the AUs (seeulasm
given in section IIl) forming the matched events thé
pertinent expression pool (saveny,---,event,) and an

index of confidencglOC) linked automatically to each
instance stored in the dynamic memory of experignce
CFapel =avg

10C eveng IjavdlCFAUl_of _eventr CFAU, of _even;}v

IOCeven];n |:lavdLCFAul_of _event, 1"'1CFAUn_0f _evenf, }}

The 10C reflects our confidence in the correctnafsan
expression’s interpretation based on “typicalityf that
expression. 10C has a value from the $6f,---1}. We

assume that an event is atypical if it is enco@utan less
than 1% of all query instanceddC = 01) and that an
event is typical if it is encountered in at leagb ®f all
query instances IQC =1). For this purpose, we set a
global counter, counting a total number of recgrravents,
and local counters for each of the stored expegienc

D. Learn Mode

When the system’s final result is displayed to tiser, i.e.
the expression identification and its interpretatithe user
may trigger system’s learn mode if he/she is ndisfsed
with the given interpretation. Still, irrespectiyebf user’'s
action, learn mode is triggered automatically etacte the
current expression or a part of it has not beewnered
before. The AUs that led to a certain interpretatabel are
matched to the events of the pertinent expressiohgnd if
there is no identical event, new experience is ddde

If the user triggers system’s learn mode, the sysiser
interaction starts with an explanation of the aehieresult.
Per interpretation label, the description of theidghactions
that led to that interpretation is displayed. Tk dynamic

memory is reconstructed to reflect desired modifices.

Two cases can be distinguished.

1. The encountered expression or its component part ha
an interpretation label that the user wants to ghasnd
there is no identical event stored in the dynamécnory.
The pertinent facial-action list and the newly defl
label are stored in that case at an appropriafeofethe
pertinent tree. A new leaf is created “above” alhdes
containing the events that form the componentshef t
expression to be stored in the new leaf. The ezpes
stored at the root of the pertinent tree is reaefito form
a collection of all distinct components of expressi
being classified into that interpretation category.

2. The encountered expression or its component part ha
an interpretation label that the user wants to ghasnd
there is an identical event already stored in tachic
memory. In that case, the identical event is rerddvem
the dynamic memory, the expression stored at theab
the pertinent tree is redefined and the procedsithgws
the procedure defined for the first case.

The user may also combine several components of the

expression having different interpretation labeaisl assign

a single interpretation label. Here, the procedigfined for

the first case is applied. If the user introduceseav

category, a new expression pool is created and the

expression to be learned is stored at the rodieohew tree.

V. SYSTEM EVALUATION

Validation studies addressed the question wheheefacial
action encoding and its emotional interpretatioguaed by
the system are acceptable to human experts juddieg
same facial photographs. The performance of theisybas
been evaluated on a database containing 968 deaisvi
Utilized testing images have been obtained in thmes
manner and under same conditions the training imhgee
been acquired. The testing images are of eighifiedrt
FACS coders displaying 2x52 expressions listedahl& 2,
maximal intensity displays of AU8, AU18, AU39, AUA41l
2x6 basic emotional expressions and a neutral sgjoe.

The AU correct recognition rate achieved was 89:6%
90% for the upper face AUs, 85% for the lower fadéds
and 94% for the AUs combinations - when compared to
human coding of all images in the testing database.

The average disagreement between the AU activation
intensity level assigned by the system and theirpsantt
average of thendexes of intensity impressi@ssigned by
human experts was 0.08 (i.e. 8%) in the case ofdhectly
recognized AU with a CE 0.3.

To validate the classification (i.e. “reminding\yrfction
of the dynamic memory, that is, whether the “cadirec
expression pool (i.e. interpretation category)elested, we
asked one subject to “train” the system using titalthse of
training images. Eleven categories have been dkfine
disappointed, thinking (problem), surprised, hapipease
don't”, “what a slimy thing”, ironic, “I don’t know funny,
angry and sleepy. Thereafter we asked her to |aR@él
selected testing images with the defined intergiretdabels



(per subject we used 52 displays of the expresdistesl in
Table 2, 2x6 prototypic emotional expressions ahd t
neutral expression). For 23 testing images thelitapevas
not consistent with that of the training images agstem’s
classification performance has been evaluated emest of
497 images. In 94% of the correctly identified e>gmions
the user approved the given interpretations. Dpsmeies
were encountered in classification of basic expoessof
anger and sadness. Namely, the system classifiesg ihto
two categories (e.g. “angry” and ‘“thinking (problgm
while the user used just one of these labels.

Learning function of the dynamic memory was tackled
next. A set of 144 dual views different from thaseed in
previous tests, showing arbitrary expressions disgu by
our eight subjects, was presented to two subjdetsh
subject trained the system first and then, for firg 72
images, triggered
identification was not satisfactory. The questiaiir@ssed
at that point was: How acceptable is the interpiciagiven
by the system while running just in the interpreida for
the other 72 testing images? The analysis showatdo@fo
of the interpretations of the correctly identifiegpressions
(i.e. twice 65 dual views in total) were approvedsome
measure: good 104 (80%), fair (i.e. approbatiomtoleast
half of the given labels) 16 (12.3%), poor 10 (7)7%his
result suggests that system'’s learning capabityather
high — after 52 training and 72 learning loops the
interpretations achieved were in 92% approved byuser.

Nevertheless a deeper scrutiny, involving moreirtgst
images and a larger group of users, is necessary fo
establishing a confident measure of system’s legraind
interpretative performance. Also, how acceptablethis
intensity of an interpretation label is still to egamined.

VI. CONCLUSION

In comparison to the existing approaches to autorfetial
action coding [2], [1], [7], and facial expressiemotional
interpretation [1], [4], [8], [9], [14], [15], thesystem
presented in this paper is fundamentally differétitst it
brings together diverse theories and technologi€ACS
[5], studies on facial expression of emotion [@]3], image
analysis and various Al methodologies [18], [18c6nd, it
is the only system we are aware of that can roppstiform
both: encode and quantify 30 different facial atdian a
dual view facial image and interpret encountergaression
in terms of multiple quantified user-defined labels

By a high number of experiments, we obtained camfid
measurements that indicate rather accurate quehtifi
expression identification accomplished by the syst@/e
established as well that the system performs arghlye
approved expression classification in multiple iptetation
categories defined by the user. Validation of theal and
learning functions of the dynamic memory suggebts t
system’s learning and interpretative capabilitseither high.
Additional testing procedures are currently perfedm

An obvious limitation of the system is its incagaypito
identify all visually distinguishable facial actioAs a result,

learn mode whenever the achieved

the expressions unlike in terms of the displayediafa
actions might have an identical interpretation. oty the

facial motion and adding new features’ detectorsiladco
improve the system performance in this sense.

Other limitations of the system are time-consunimgge
processing (processing of single dual view takeavierage
3 minutes) and incapability to process images oeg$awith
facial hair or glasses. The system should be emtamnmt
these terms if it is to be used as a part of ast@aiman-
machine interface.
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