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Abstract—Social Signal Processing is the research domain aimed at bridging the social intelligence gap between humans and
machines. This article is the first survey of the domain that jointly considers its three major aspects, namely modeling, analysis and
synthesis of social behaviour. Modeling investigates laws and principles underlying social interaction, analysis explores approaches
for automatic understanding of social exchanges recorded with different sensors, and synthesis studies techniques for the generation
of social behaviour via various forms of embodiment. For each of the above aspects, the paper includes an extensive survey of the
literature, points to the most important publicly available resources, and outlines the most fundamental challenges ahead.
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1 INTRODUCTION

OLLOWING one of the most famous statements of
Western philosophy (Aristotle, Politika ca. 328 BC)!:

“Man is by nature a social animal; an individual
who is unsocial naturally and not accidentally is
either beneath our notice or more than human.”

Almost twenty-five centuries after these words have

been written for the first time, several disciplines
confirm the intuition of Aristotle by grounding the so-
cial nature of humans into measurable and observable
aspects of human biology, psychology and behaviour.
Neuroscientists have identified brain structures, called
mirror neurons [1], that seem to have no other goal
than improving our awareness of others, whether this
means to share their feelings [2] or to learn through
imitation [3]. Biologists and physiologists have shown
that our ears are tuned to human voices more than to
any other sound [4], that the only facial muscles present
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1. At the time this article is being written, the sentence “Man is
by nature a social animal” returns 1.6 millions of documents when
submitted to Google as a query (only documents including the whole
statement are counted).

in every human being (the others can be absent) are
those we use to communicate the six basic emotions [5]
and, more generally, that evolution has shaped our body
and senses around social contacts. Furthermore, human
sciences (psychology, anthropology, sociology, etc.) have
shown how social interactions dominate our perception
of the world [6] and shape our daily behaviour by attach-
ing social meaning to acts as simple and spontaneous as
gestures, facial expressions, intonations, etc. [7].

The computing community could not remain immune
from this wave of interest for the “social animal”. Nowa-
days, computers are leaving their original role of im-
proved versions of old tools and move towards a new,
human-centered vision of computing [8] where intelli-
gent machines seamlessly integrate and support human-
human interactions [9], embody natural modes of human
communication for interacting with their users [10], and
are the platform through which large scale social activi-
ties take place on-line [11]. In such a new context, the gap
between social animal and unsocial machine is no longer
acceptable and social adept computers become a crucial
need and challenge for the future of computing [12].

Social Signal Processing (SSP) [13] is the new, emerg-
ing domain addressing such a challenge by providing
computers with social intelligence [14], the facet of our
cognitive abilities that guides us through our everyday
social interactions, whether these require us to be a
respected colleague on the workplace, a careful parent
at home, a leader in our community, or simply a person
others like to have around in a moment of relaxation. At
its heart, social intelligence aims at correct perception,
accurate interpretation and appropriate display of social
signals [15], [16]. These are relational attitudes through
which we express, often unconsciously, our actual feel-
ings towards interactions and social contexts. Social
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Fig. 1. Nonverbal behavioural cues and social signals. With no more than two silhouettes at disposition, it is not
difficult for most people to guess that the picture portrays a couple involved in a fight. Nonverbal behavioural cues
allow one to understand that the social signals being exchange are disagreement, hostility, aggressiveness, etc. and

that the two persons have a tight relationship.

signals include interest, empathy, hostility, agreement,
flirting, dominance, superiority, etc.

One of the most important aspects of social signals
is that they can take the form of complex constella-
tions of nonverbal behavioural cues (facial expressions,
prosody, gestures, postures, etc.) that accompany any
human-human [17] and human-machine [18] interaction
(see Figure 1). Several decades of human sciences have
shown that we are surprisingly effective at understand-
ing social signals underlying the rich variety of non-
verbal behaviours displayed by people around us [19].
This leads to the two core questions addressed by Social
Signal Processing:

o Is it possible to automatically infer social signals
from nonverbal behavioural cues detected through
sensors like microphones and cameras?

o Is it possible to synthesize nonverbal behavioural
cues conveying desired social signals for embodi-
ment of social behaviours in artificial agents, robots
or other manufacts?

Most SSP works revolve around these questions and
involve a tight, multidisciplinary collaboration between
human sciences (psychology, anthropology, sociology,
etc.) on one hand, and computing sciences (computer
vision, speech analysis and synthesis, machine learning,
signal processing, etc.) on the other hand.

This article is the first survey of SSP that includes the
three major aspects of the domain (and the most impor-
tant challenges they involve), namely modeling, analysis
and synthesis of nonverbal behaviour in social interac-
tions. The modeling problem relates to studying laws
and principles underlying social interactions and the role
that nonverbal behaviour plays in these (see Section 2).
The analysis problem investigates the development of
automatic approaches for extraction and interpretation
of nonverbal behavioural cues in data captured with
microphones, cameras and any other suitable sensor (see

Section 3). The synthesis problem addresses the auto-
matic generation of appropriate nonverbal behaviour
via different forms of embodiment like conversational
agents, robots, etc. (see Section 4). The survey considers
as well the application domains where SSP has played,
or is likely to play, a major role (see Section 5).

2 NONVERBAL COMMUNICATION AND SOCIAL
SIGNALS

Investigation of nonverbal communication flourished in
the early fifties, stimulated by interest in semiotics as a
field broader than mere linguistics [20], and supported
by development of recording techniques. After a first
pioneering study [21], the whole repertoire of non-
verbal behaviours was surveyed in [22], and “kinemes”
were proposed as an analogue of phonemes and mor-
phemes in linguistics to analyze body behaviour [23].
Up to the seventies, research was mainly devoted to
unimodal communicative systems, in particular facial ex-
pressions [24], gaze [25], posture [26], and gestures [21].

Research on sign languages of the deaf showed that
any sign can be described in terms of a small num-
ber of parameters (handshape, location, orientation and
movement) with respect to which it may assume specific
values, analogous to phonemes of verbal languages [27].
This finding has been extended to symbolic gestures of
hearing people [17], and to the systems of touch [17],
gaze (eyebrows and eyelids positions and movements,
eye direction, pupil dilation, eye humidity and red-
dening) [17], head movements [28], and facial expres-
sions [24]. A set of parameters cutting across different
modalities, even if they have been so far analyzed only
for gestures, concerns the “expressivity” and includes am-
plitude, fluidity, power, acceleration, and repetition [29].
These studies show how verbal and nonverbal com-
munication systems share a similar structure and have,
in some cases, a comparable degree of sophistication.
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The only aspect that seems to pertain mainly to verbal
communication is syntax.

On the semantic side, while some scholars are cau-
tious to attribute specific meanings to specific nonver-
bal signals, by maintaining that nonverbal behaviour is
more polysemous and context dependent than verbal
language, others have identified recurrent correspon-
dences between nonverbal signals and meanings. This
has resulted into detailed semantic analyses of single
gestures [17], and into dictionaries of symbolic gestures
of many cultures [30], but also in “lexicons” of touch and
gaze [17].

At the end of the eighties the importance of integrating
multiple modalities in face to face communication comes
to be fully highlighted [31]. The growth point perspec-
tive [32] shows, e.g., that words and gestures constitute
a bimodal integrated unit, and that they are planned
together, while experiments in [33] show how meaning is
distributed across the two modalities, and that gestures
can be a cue to speaker’s cognitive processes.

Several studies tackle the issue of multimodality from
the point of view of message production: is gesture
useful for the speaker, the listener, or both? According
to [34], gestures are specially important for the speaker
because they help conceptual processing and lexical re-
trieval; in [35] gestures are considered important mainly
for the listener because they help comprehension and
memory; in [17] gestures are considered useful to both
speaker and listener. These works also put forward
hypotheses on multimodal planning: some by relying on
the model in [36], others by providing a computational
model.

On the other hand, multimodality is studied from the
point of view of its “fusion” in the perceiver’s mind.
How are signals in the different modalities perceived and
integrated together? After the explosion of studies on
the perception illusions like the Mc Gurk effect, caused
by an interference of a phoneme and an incongruent
viseme [37], cognitive research has investigated multi-
modal integration (or fusion) of data [38], in particular
face and voice [39]. Recent results [40] pointed out the
cognitive and neural mechanisms involved in two types
of integration of voice and facial expressions: comple-
mentary and correlated. In the former the visual signal
gives information that is not the same as the auditory
one, and adds to it, while in the latter the visual is a
duplication of the auditory. Besides the process of mean-
ing understanding, the multimodal (and crossmodal)
studies identified neural processes involved in emotional
expression, in particular of fear; stronger activation of
left amygdala when face and voice are congruent has
been observed in [41].

2.1

Notions pertinent to define signals have been proposed in
various disciplines. In the domain of “signal processing”,
a signal [42] is simply an analog or digital electrical

Towards a General Definition of Signals

representations of physical quantities varying in space
or time; Information Theory defines information as a
change in the probability value of some event [43]; in
Linguistics and Semiotics a sign is an entity of two faces,
a signifier (an acoustic or visual image) and a signified
(a concept); in Ethology, a cue is any feature of the world
or property of an organism that influences an animal’s
behaviour [44]; in Psychology, a trait or state works as an
indicator, encompassing single cues, that once received as
a percept is attributed information through a decoding
process [45].

In a cognitive perspective [46], to plan and perform ad-
equate actions humans need information that they draw,
through perception, signification, and communication
from other individuals” actions and properties, and from
objects and events in the world. In perception a physical
stimulus (a pattern of physical energy) is received by an
individual’s sensory apparatus and then, dynamically
modeled through the effects of gestalt laws [47] becomes
a percept: it is information, but information, in a sense,
only similar to itself; if I see a “tree branch on the
ground” I only know there is a branch on the ground.
Signification is the attribution of some “meaning” to some
percept. If branch means “someone passed on the wood
path” this is a second information I draw from “branch
on the ground”. In communication, signification is used
by someone to convey meanings to others: my friend
cut and dropped a “branch on the ground” to signal “he
passed on the wood path”. A signal is then information
(a simple or complex percept produced by one or more
physical stimuli) from which a Receiver can draw more
information (meaning).

In communication, but sometimes also in bare sig-
nification, the meaning of a signal is reconstructed by
relying on stable connections, “codified” on a cultural
or biological basis, that are stored in the Receiver’s long
term memory (and in communication are supposed to be
shared by Senders and Receivers); in these “lexicons”,
both for verbal languages and items of some body
communication systems, each signal is meaningful, yet
polysemic, since it corresponds to a small set of possible
meanings, out of which the most plausible one can be
selected based on information coming from context.

Suppose two women facing each other across a table,
with one mirroring the other’s head movements. From
your past experience, this similarity of movements re-
calls either an instinctive way of showing empathy and
affinity, or a hypocritical manipulative way to comply
with the other. To find which interpretation is more
plausible you may resort to contextual knowledge: if
the two often laugh and show a relaxed posture, they
might be two close friends, but if they are in a luxurious
office, and one, older than the other, is sitting on a
large armchair, this might be a job interview, with a
young woman attempting an ingratiation strategy on the
interviewer. Like in a mosaic, where adding new pieces
makes the global picture clearer, context contributes to
both disambiguate and enrich incoming information.



IEEE TRANSACTIONS ON AFFECTIVE COMPUTING

Moreover each signal, beyond its literal meaning - one
drawn from the lexicon plus contextual interpretation
- may have one or more indirect meanings: further
implications, presuppositions, or other kind of inferences
that can be drawn, again, through reasoning by the inter-
action of the literal meaning with previous knowledge.

We may thus distinguish informative and communicative
signals: a signal is “communicative” if it is produced
by a Sender to convey meaning to others (the speech
acts perspective [17]); it is “informative” if the Receiver
draws some meaning from a signal even if the one who
produces it does not intend to convey a meaning (see
the Semiotic perspective [20]). Not only humans, but
also animals can emit both informative and commu-
nicative signals, with information conveyed, of course,
at different levels of sophistication, depending on their
evolutionary level.

Some informative signals, including ethology’s cues,
are not even, strictly speaking, “emitted” by anybody.
That a video on YouTube is seen by millions of people
“means” it is a very popular video, but this mean-
ing is not drawn on the basis of each single click,
rather of the combination of many clicks on the video.
In mimicry, where two persons conversing mimic one
anothers movements, a third observer might tell they
are in syntony, but not from one or the other persons
movements by themselves, rather from their both doing
the same movement simultaneously or in close sequence;
the signal is not their action but the similarity of actions.
These are “honest signals” [48], since they cannot be
faked or simulated: a particular type of informative
signals. Also “honest” are the communicative signals
that are not under conscious control; which leaves room
for considering those governed by an unconscious goal
of communicating, like mimicry - if seen on the part
of the one who mimics one’s interlocutor - and those
regulated by biological goals of communicating, like the
stickleback’s reddening abdomen, that signals readiness
to mate, or pupil dilation, a signal of sexual excitement
that one cannot perform (or refrain from performing) on
purpose.

“Honest signals” are thus an intersection of infor-
mative and communicative signals: “honest” commu-
nicative signals are actions or morphological features
determined by unconscious goals or biological functions;
“honest” informative signals are not actions ascribable
to some specific agent, but events, for example combi-
nations of simultaneous or sequential actions of different
agents.

2.2 Social signals and social facts

Taking these notions into account, social signals can be
defined as follows: A Social signal is a communicative
or informative signal that, either directly or indirectly,
provides information about social facts, namely social
interactions, social emotions, social attitudes, or social
relations.

Social Actions and Social Interaction

To define social interactions, a notion of “social action”
must be defined first. An action of an Agent A can be
defined as a social action if it is performed by A in
relation to some Agent B (ie., Agent B is mentioned
in A’s mental representation of that action) and if, while
doing that action, A views B not as an object but as
a self-regulated Agent, one having and pursuing goals
of ones own [46]. Social interaction is a simple or com-
plex event in which an agent A performs some social
actions addressed at another agent that is actually or
virtually present [13]. Face-to-face interactions include
two main kinds of social actions, namely those related
to turn-taking and back-channel. Both kinds of actions
aim at synchronization, i.e. at inducing mutual reactions
between interaction participants and at negotiating each
participants role in the conversation as that of a speaker
or of a listener.

The turn taking system that governs a conversation
is conveyed by nonverbal signals like mouth opening,
gaze direction [49], or variation in vocal intensity; but
also the very structure of turns in a specific conversation
is a signal in itself, in that it tells how friendly or com-
petitive an interaction is. Overlapping speech and inter-
ruptions may be a cue of conflict [50], while the number
and length of turns may inform about dominance pat-
terns [51]. Backchannel is an even more effective means
of synchronization as it informs the speaker whether
others are listening, following, understanding [52], pos-
sibly believing, finding interesting, and agreeing with
what someone says [17]. This helps interactants to adjust
exposition and to take into account interlocutor’s needs,
thoughts and points of view. Backchannel research has
mainly considered hesitations, interjections, fillers, affect
bursts [53] head movements [28] and smiles [54].

Social attitudes

An attitude is a set of beliefs, evaluations, social emo-
tions, social dispositions, tendencies to act, that together
determine (and are determined by) preferences and in-
tentions [13]. On the side of attitude expression, research
has investigated the verbal and non-verbal signals that
communicate one’s evaluation of people, and hence the
disposition to behave toward them. This includes, e.g.,
the expression of emotions like contempt [55] or signals
of dominance [56]. In the same vein, laughter has been
seen as a social signal of superiority and negative eval-
uation [57], [58]. In irony, not only the ironic smile but
sometimes exaggerated body language or incongruence
between different modalities signal teasing intent [58].
Yet, evaluation can be conveyed also in indirect ways,
e.g., expressions of compassion or tenderness may be
a cue to negative evaluation and overprotective atti-
tude [59]. Literature on self presentation and impression
management [60] has investigated trust-inducing ges-
tures and postures showing, e.g., which gestures, faces,
and types of gaze can be aimed at persuading [61] or be
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effective at persuading [62]. Coming to the addressees
response, typical signals of agreement and disagreement
(corresponding to positive and negative evaluations, re-
spectively) are, in one-to many interaction, applause [63],
in everyday conversation, head nods and head shakes,
smiles, lip wipes, crossed arms, hand wagging, etc. [64].

Social emotions

Social emotions are those related to social relations [65]
for instance, pride, shame or embarrassment or those
felt towards someone else like hate, envy, contempt,
admiration [66], [67]. Some expressions of social emo-
tions are social signals in their own right because they
establish a specific relation to others. This is the case of
cues displaying contempt [55], shame [68], but also of
laughter [58], and smile, especially if it is not simply the
result of a person being in a positive state, like in the
more individual view of smile maintained by [69], but
an attempt to show that the positive state depends on the
presence of others, like in the more social view in [70].

Social relations

A social relation is a relation between two (or more)
persons that have common or related goals, that is, in
which the pursuit, achievement, or thwarting of a goal
of one of these persons determines or is determined in
some way by the pursuit, achievement, or thwarting of
a goal of the other involved person [13], [71].

Different typologies of relations have been proposed
in terms of criteria like public vs. private, cooperation
vs. competition, presence vs. absence of sexual rela-
tions, social-emotional support oriented vs. task ori-
ented [72]. Within group relations, some studies con-
cern the definition and description of mechanisms of
power, dominance, and leverage [65], [73], including the
allocation, change, and enhancement of power relations
(e.g., through alliance, influence, and reputation [74], the
interaction between gender and power relations, and the
nature of leadership.

Various types of relations exist, and different classes
of signals convey different types of relations. Typical
signals revealing social relations include the manner of
greeting (saying ’hello’ signals the wish for a positive
social relation, saluting signals belonging to a specific
group like the army), the manner of conversing (e.g.,
formal allocutives like addressing someone as ‘professor’
to signal submission), mirroring (signalling wish to have
a positive social relation, or displaying “typical’ group’s
behaviour), spatial positioning and gaze direction (e.g.,
making a circle around a certain person, or gazing at her
more frequently distinguishes that person as the group
leader [25]), physical contact (touching another person
may indicates an affective relation [17]). For group rela-
tionships, both deliberate and unconscious signals, like
regional accent, the manner of dressing or cutting one’s
hair, and mirroring, are typical signals revealing whether
a person (feels to ) belong to a specific group or not. The
emblems on the clothes, how elaborate is a hair dress or

a crown, and the spatial arrangement of the members of
a group typically reveal the rank (i.e., power relations)
of different members in the group [75].

3 AUTOMATIC ANALYSIS OF SOCIAL SIGNALS
VIA NONVERBAL COMMUNICATION

In its most general form [13], an automatic approach for
the analysis of social signals includes several steps. The
first is data capture, performed in various settings and
using different equipments, from simple laptop webcams
to fully equipped smart meeting rooms [76], [77], and
wearable devices [78], [79]. In most cases, the process
of data capture results in signals (audio, video, etc.) that
portray more than one person. This makes it necessary to
perform person detection, i.e. to identify which segments
of the captured data portray which person. This is the
second step of the process and it involves technolo-
gies like face detection [80], speaker segmentation [81],
tracking [82], etc. The data segments isolated during
person detection carry information about the behaviour
of each interactant and it is from them that nonverbal
behavioural cues are extracted. This is the third step
of the process (behavioural cues extraction) and requires
technologies like facial expression analysis [83], prosody
extraction [84], gesture and posture recognition [85], etc.
(see [13] for an extensive survey of techniques applied
to all processing steps). At the end of the process, the
automatically extracted behavioural cues are used in the
last step (social interaction interpretation) to infer social
signals. This is the aspect of the problem most specific
to SSP and the rest of this section focuses on it.

3.1 State-of-the-Art

The attention of the computing community towards
automatic analysis of social signals has significantly
increased during the last few years [13], [86] and many
socially relevant phenomena have been investigated in a
technological perspective (e.g., boredom, interest, under-
standing, confusion, engagement, leadership. etc.). The
rest of this section focuses on some of those that, to the
best of our knowledge, have received the widest atten-
tion, namely the analysis of social relations (especially
when it comes to the recognition of roles) and social
attitudes (in particular dominance and personality as
well as their effects in terms of interaction outcomes and
conflict). The main details of the works discussed in the
rest of this section are presented in Table 1.

Analysis of Social Relations: Role Recognition

Roles are a key aspect of social interactions: “[...] in-
teractions involve behaviours associated with defined statuses
and particular roles. These statuses and roles help to pattern
our social interactions and provide predictability” [87]. Two
main approaches have been used for the recognition of
roles, the analysis of speaking activity, and the modeling
of lexical choices. In a few cases, the two approaches
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have been combined and some works propose move-
ment based features (fidgeting) as well, resulting into
multimodal approaches based on both audio and video
analysis. Turn-taking has been used in [88], [89], where
temporal proximity of speakers is used to build social
networks and extract features fed to Bayesian classifiers
based on discrete distributions. Temporal proximity, and
duration of interventions, are used in [90], [91], [92], [93]
as well, where they are combined with the ditribution of
words in speech transcriptions. Role recognition is based
on BoosTexter (a text categorization approach) in [90],
on the combination of Bayesian classifiers (working on
turn-taking) and Support Vector Machines (working on
term distributions) in [92], and on probabilistic sequen-
tial approaches (Hidden Markov Models and Maximum
Entropy Classifiers) in [91], [93]. An approach based on
C4.5 decision trees [94] and empirical features (number
of speaker changes, number of speakers talking in a
given time interval, number of overlapping speech in-
tervals, etc.) is proposed in [95]. A similar approach is
proposed in [96], where the features are the probability
that someone starts speaking when everybody is silent
or when someone else is speaking. Role recognition is
performed with a Bayesian classifier based on Gaussian
distributions. The only multimodal approaches are pro-
posed in [97], [98], where features accounting for speak-
ing activity and fidgeting are recognized using Support
Vector Machines first [97], replaced then with influence
models to exploit dependencies across roles [98]. Even if
they use fidgeting features, these two works still suggest
that audio-based features are the most effective for the
recognition of roles.

Analysis of Social Emotions

It is interesting to note that whilst the state of the art in
machine analysis of basic emotions such as happiness,
anger, fear and disgust, is fairly advanced, especially
when it comes to analysis of acted displays recorded in
constrained lab settings [83], machine analysis of social
emotions such as empathy, envy, admiration, etc., is yet
to be attempted. Although some of social emotions could
be arguably represented in terms of affect dimensions —
valence, arousal, and dominance — and pioneering efforts
towards automatic dimensional and continuous emotion
recognition have been recently proposed [99], a number
of crucial issues need to be addressed first if these
approaches to automatic dimensional and continuous
emotion recognition are to be used with freely mov-
ing subjects in real-world scenarios like patient-doctor
discussions, talk-shows, job interviews, etc. In particu-
lar, published techniques revolve around the emotional
expressions of a single subject rather than around the
dynamics of the emotional feedback exchange between
two subjects, which is the crux in the analysis of any
social emotions. Moreover, the state of the art techniques
are still unable to handle natural scenarios such as
incomplete information due to occlusions, large and sud-
den changes in head pose, and other temporal dynamics

typical of natural facial expressions [83], which must
be expected in human-human interaction scenarios in
which social emotions occur.

However, social emotions have attracted attention
in the Natural Language Processing (NLP) community
where they are been the subject of sentiment analysis, the
domain aimed at recognition of opinions and subjective
feelings in written texts, often collected from social me-
dia such as mailing lists, blogs, forums, social network-
ing sites, etc. Proposed approaches make typically use of
technologies originally developed in other NLP domains
(e.g., Information Retrieval and text Categorization) and,
to the best of our knowledge, do not involve nonverbal
behavioural aspects [100].

Analysis of Social Attitudes: Dominance, Personality and
Their Effects

In every social context, there are people that tend to have
higher impact on development and outcomes of interac-
tions [101]. These persons are said to be dominant and
several automatic approaches have been aimed at their
identification [102], [103], [104], [105]. Speaking activity
(speaking time, number of turns, interruptions, etc.) and
Support Vector Machines have been used to map people
into three dominance classes (low, normal and high)
in [103], [104]. The same speaking related features and
gaze behaviour (who looks at whom) have been modeled
in [102] with a Dynamic Bayesian Network. Another
multimodal approach has been proposed in [105], where
speaking activity (e.g., number of turns, histograms of
turn durations, successful interruptions, etc.) and mo-
tion based features (e.g., time during which a person
moves, number of time intervals during which a person
moves, etc.) have been fed to Support Vector Machines
to identify the most dominant person in meetings. Like
in the case of role recognition, speaking activity related
features appear to be the most effective, though some
improvements are always obtained when they are com-
bined with vision based features like movement or gaze.

Dominance depends, to a large extent, on the social
role an individual is playing. However, it can be con-
sidered as well as one aspect of personality, the latent
construct accounting for “individuals’ characteristic pat-
terns of thought, emotion, and behavior together with the
psychological mechanisms - hidden or not - behind those
patterns” [106]. In order to make computers capable
of dealing with a wider spectrum of situations, the
literature proposes several approaches for the inference
of personality traits from nonverbal communication.
In [107], SVMs classify audio and video feature vectors
(including mean of pitch, energy and spectral entropy,
fidgeting, etc.) into classes accounting for two personal-
ity traits (extraversion and locus of control), and [108]
estimates the correlation between the same traits and
features captured via wearable sensors like movement,
proximity with others, speaking activity (energy, amount
of speaking time, etc.), centrality and betweenness in
social networks. In both works personality traits are
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self-assessed, i.e. judged by the same persons whose
personality is being measured. In contrast, the works
in [109][110] predict the way prosodic features influence
the perception of personality, namely the way traits are
perceived by others. Both works use machine learning
algorithms (e.g., SVMs) to map basic prosodic features
(e.g. pitch and energy) into personality assessments
made in terms of the Big Five, the most important and
common personality model [111].

Social attitudes have an important effect on inter-
action outcomes and the emergence of conflicts. Both
phenomena have been addressed in the literature. The
prediction of negotiation outcomes has been proposed
in [112], where features accounting for speaking activity,
consistency (stability of speaking features), influence
(statistical dependence of a speaker on the other one)
and mimicry (see below) predict with an accuracy of 70%
the result of salary negotiations, hiring interviews, and
speed dating conversations. Mimicry and coordination
play a major role in establishing (and accounting for) a
good quality of rapport [113], [114], [115], and several
approaches aim at their measurement and detection.
Coordination is used in [116] to improve the recognition
of head gestures of people interacting with virtual agents
and robots. Automatic measurements of coordination
are performed in [117], where gait alignment of people
talking via cellular phones is measured (using oscillation
theory) through accelerometers embedded in phones.

Given the impact that conflicts can have on the life of a
group [101], a topic that attracts increasing interest is the
detection of agreement and disagreement [64]. In [118], a
Markov Model captures the tendency that people have to
react to one another when they disagree and reconstructs
the fronts opposing one another in political debates. A
similar approach is applied in [119], [120], where pairs
of talk spurts (short turns) are first modeled in terms
of lexical (which words are uttered), durational (length,
overlapping, etc.), and structural (spurts per speaker,
spurts between two speakers, etc.) features and then
classified as expressions of agreement or disagreement
with a Maximum Entropy Model.

3.2 Data and Resources

A relatively large number of databases is available for
SSP purposes (see [86] for an extensive survey of this
aspect). However, the collection of appropriate SSP cor-
pora faces three main problems:

o The domain is still in its early stages [13] and no
major efforts have been done yet for the collection
of data specifically aimed at the analysis of social
phenomena. Most of the works in the literature
use data originally aimed at different purposes
(e.g., broadcast material collected for Information
Retrieval) and annotated ad-hoc for analyzing some
specific social phenomena (e.g., the subset of the
AMI Meeting Corpus annotated in terms of dom-
inance while originally aimed at speech recognition

and computer vision goals [103], [124]). This influ-
ences negatively the ecological validity of the data
and limits the spectrum of social phenomena that
can be investigated.

« Social interactions involve a large variety of aspects
and no standard annotation or data collection proto-
col seems to be possible. In other words, each social
phenomenon seems to require the collection of a
specific corpus. This effect can be limited by de-
signing scenarios where several social phenomena
take place at the same time, but a large number of
corpora will still be necessary to cover all possible
aspects of social interaction.

o The annotation of behavioural data in terms of
social signals should be performed by a number
of assessors sufficiently large to ensure replicability,
i.e. to ensure that the agreement between indepen-
dent assessors is statistically significant (at least 10
annotators following a commonly applied thumb-
rule) [125]. This makes the collection of corpora suit-
able for rigorous scientific research expensive and
time-consuming. Furthermore, not all of the corpora
currently used in the literature actually respect the
requirement above.

Table 2 summarizes the main characteristics of the most
important data corpora described in the literature so
far [86], including the number of subjects involved in
recorded interactions (figures in bold are average val-
ues), the number of recordings, and the total duration
of all recording constituting the corpora in question.
Furthermore, the table reports the availability of main
data modalities (Audio and Video) and the available data
annotation in terms of speaker segmentation, speech
transcripts, roles, dominance and personality. Some of
the listed data corpora also include other modalities and
annotations. For example, ICSI [126]includes annotation
in terms of dialogue acts and interest level, M4 [127]
is annotated in terms of interest and turn taking types,
AMI [128] provides slides, hand-written and whiteboard
notes, and it is annotated in terms of dialogue acts
as well, the AMI-12 [124] includes information about
subjects focus of attention and about who addresses
whom, VACE [129] is annotated in terms of visual focus
of attention, ATR [130] includes annotation in terms
of body movements and turn taking types, and the
Canal9 corpus [131] provides information about shot
segmentation, shot types, agreement and disagreement,
and identity of speakers at each turn. An important
collaborative effort towards the collection of resources
useful for research in social signal processing is being
done by the European project titled Social Signal Pro-
cessing Network of Excellence (SSPNet). The projects
web-portal (www.sspnet.eu) provides three kinds of
resources: Knowledge (an extensive bibliography covering
various aspects of Social Signal Processing), Data (a large
variety of publicly available corpora directly accessible
through the portal), and Tools (a collection of publicly
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[ Article [ Data [ Performance
Role Recognition

[89] Broadcast+AMI (90h) 80% frame accuracy

[90] Broadcast (17h) 80.0% story accuracy

[91] Broadcast (17h) 77.0% story accuracy

[92] AMI (45h) 67.9% frame accuracy

[95] Meetings (45m) 53.0% analysis segments accu-
racy

[96] AMI (45h) 53% frame accuracy

[98] MSC (4h.30m) 75% role assignment accuracy

[121] MSC (4h.30m) 90% analysis segment accuracy

Personality

[103] AMI-40 70% dominance level recogni-
tion rate

[104] AMI and M4 subset (95m) 75% dominance level recogni-
tion rate

[105] AMI subset (5h) 80% dominant person recogni-
tion rate

[108] Smart badge data (3096h) correlation between features
and personality traits

[109] 640 audo clips (330 identities, | between 57% and 76% correct

1h46m) assessment prediction depend-
ing on trait
Analysis of (Dis-)Agreement

[118] Canal9 (43h) 66% (dis-)agreement recogni-
tion rate

[119] ICSI subset (8094 talk spurts) 78% (dis-)agreement recogni-
tion rate

[120] ICSI subset 86.9% (dis-)agreement recogni-
tion rate

Group Dynamics
[122] AMlsubset+broadcast data | 100% conversational dynamics
(4h20m) recognition rate

[123] 38 conversations 75% conversation setting recog-

nition rate
Negotiation outcome and coordination

[112] dyadic interactions 70% correct interaction outcome
prediction

[116] 7 human-robot conversations ~95% head nod and shake cor-
rect detection

[117] 10 cellular phone conversations | measures of gait alignment

TABLE 1
The table provides the following details about the analysis works discussed in this survey: dataset used for
experiments (including its length whenever such an information is available) and performances achieved.

available software packages addresing a wide range of
needs in Social Signal Processing) [135].

3.3 Challenges

Nonverbal behaviours like social signals cannot be read
like words in a book [136], [7]; they are not always
unequivocally associated to a specific meaning, although
according to someone they generally are [17], and their
appearance can depend on factors that have nothing
to do with social behaviour. For example, some pos-
tures correspond to certain social attitudes, but some-
times they are simply comfortable [137]. Similarly, phys-
ical distances typically account for social distances, but
sometimes they are simply the effect of physical con-
straints [138]. Moreover, the same signal can correspond
to different social behaviour interpretations depending
on context and culture [139], although many advocate
that social signals are natural rather than cultural [140].
In other words, social signals are intrinsically ambigu-
ous, high-level semantic events, which typically include

interactions with the environment and causal relation-
ships.

An important distinction between the analysis of high-
level semantic events and the analysis of low-level
semantic events like the occurrence of an individual
behavioural cue like the blink, is the degree to which
the context, different modalities, and time, must be ex-
plicitly represented and manipulated, ranging from sim-
ple spatial reasoning to context-constrained reasoning
about multimodal events shown in temporal intervals.
However, most of the present approaches to machine
analysis of human behaviour are neither multimodal,
nor context-sensitive, nor suitable for handling longer
time scales [8], [13], [83], [141]. Hence, the focus of
future research efforts in the field should be primarily
on tackling the problem of context-constrained analysis
of multimodal behavioural signals shown in temporal
intervals. As suggested in [8], [141], this problem should
be treated as one complex problem rather than a number
of detached problems in human sensing, context sensing,
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TABLE 2

This table reports the characteristics of the most important data collections currently used for analysis of social
interactions (The figures of this table, as well as those reported in this section, are courtesy of Daniel Gatica-Perez
and are available in [Gatica-Perez 2009]).

and human behaviour understanding.

More specifically, there are a number of scientific
and technical challenges that we consider essential for
advancing the state of the art in machine analysis of
human behaviour like social signals.

Modalities

Which behavioural channels such as the face, the body
and the tone of the voice, are minimally needed for
realisation of robust and accurate human behaviour
analysis? Does this hold independently of the target
communicative intention (e.g., social interactions/ emo-
tions/ relations) to be recognised? No comprehensive
study on the topic is available yet. What we know for
sure, however, is that integration of multiple modalities
(at least facial and vocal) produces superior results in
human behaviour analysis when compared to single-
modal approaches. Numerous studies have theoretically
and empirically demonstrated this (e.g., see the literature
overview in [142] for such studies in psychology, and the
literature overview in [83], for such studies in automatic
analysis of human behaviour). It is therefore not surpris-
ing that some of the most successful works in SSP so far
use features extracted from multiple modalities (for an
extensive overview of the past works, see [13]). However,
other issues listed above are yet to be investigated.
Also, note that some studies in the field indicate that
the relative contributions of different modalities and
the related behavioural cues to judgment of displayed
behaviour depend on the targeted behavioural category
and the context in which the behaviour occurs [142].

Fusion

How to model temporal multimodal fusion which will
take into account temporal correlations within and be-
tween different modalities? What is the optimal level of
integrating these different streams? Does this depend
on the time scale at which the fusion is achieved?
What is the optimal function for the integration? More
specifically, most of the present audiovisual and multi-
modal systems in the field perform decision-level data
fusion (i.e., classifier fusion) in which the input com-
ing from each modality is modelled independently and
these single-modal recognition results are combined at
the end. Since humans display audio and visual ex-
pressions in a complementary and redundant manner,
the assumption of conditional independence between
audio and visual data streams in decision-level fusion is
incorrect and results in the loss of information of mutual
correlation between the two modalities. To address this
problem, a number of model-level fusion methods were
proposed that make use of the correlation between audio
and visual data streams, and relax the requirement of
synchronisation of these streams [83]. However, how to
model multimodal fusion on multiple time scales and
how to model temporal correlations within and between
different modalities is yet to be explored.

Fusion and context

Do context-dependent fusion of modalities and discor-
dance handling, which are typical for fusion of sensory
neurons in humans, pertain in machine context sensing?
Note that context-dependent fusion and discordance
handling were never attempted within an automated
system. Also note that while W4 (where, what, when,
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who) is dealing only with the apparent perceptual aspect
of the context in which the observed human behaviour is
shown, human behaviour understanding is about W5+
(where, what, when, who, why, how), where the why
and how are directly related to recognising communica-
tive intention including social signals, affect, and cogni-
tive states of the observed person. Hence, SSP is about
W5+. However, since the problem of context-sensing
is extremely difficult to solve, especially for a general
case (i.e., general-purpose W4 technology does not exist
yet [8]), answering the why and how questions in a
W4-context-sensitive manner when analysing human be-
haviour is virtually unexplored area of research. Having
said that, it is not surprising that context-dependent
fusion is truly a blue-sky research topic.

4 SYNTHESIS OF SOCIAL BEHAVIOUR

Synthetic social behaviour is a crucial need for artificial
agents, robots, intelligent interfaces and any other kind
of device capable of interacting with users like people
interact with one another. Agents and robots should be
able to show, through their artificial bodies, a similar
range of verbal and nonverbal signals of their emotional
state and their social stance as humans through their
voice, face and other body parts. The synthesis of the
actual behaviours is driven by the artificial mind, the Al,
of the agent. There are many aspects of social behaviours
that have been studied and implemented over the years.
Starting with the work on social talk by the REA agent
[143], the field has developed to look at a broader range
of social skills such as empathy, rapport, and politeness.

4.1 State-of-the-Art

Several works aimed at automatic generation of social
actions (e.g., turn taking, backchannelling), social emo-
tions, and social attitudes (e.g., politeness), have been
recently proposed in the literature.

Synthesis of Social Actions

As conversation is considered the “primordial site of
human sociality and social life” [144], the research com-
munity has focused in particular on the synthesis of
social actions in talk-in-interaction. One of the most
salient aspects of conversations is the turn-taking and the
literature proposes many works aimed at the synthesis of
social actions related to this phenomenon (for the impor-
tant role of turn-taking in analysis of social interactions
see Section 3). The model proposed in [145] predicts
a change of gaze direction during the transitions from
one turn to the following. Furthermore, the same work
has shown the correlation between posture changes and
intonational structure by analyzing a collection of videos.
The approach in [146] integrates a perception-action
loop to generate real-time turn taking mechanisms. A
later version of the same approach [147] uses parallel
neural networks to select actions to be performed. This

approach looks at turn-taking as a process of coordina-
tion between two parties. Another model based on a
similar view simulates turn taking behaviours using an
imitation model [148].

During conversations, virtual agents act not only as
speakers, but also as listeners and they should not
freeze when they do not talk. Social actions related to
backchannel (e.g. head nodding and utterances like “ah-
ah’, “yeah”, etc.) are important not only to make the
agent look more alive in a conversation, but they are
also cues to the level of engagement of the listener; they
signal its attitude towards what the speaker is saying;
and they allow the creation of rapport between inter-
actants. Most models are based on the acoustic and/or
visual analysis of speaker’s movement and voice.

They are either rule-based, specifying when a
backchannel is triggered depending on the signals emit-
ted by the speaker [149] or stochastically computed [150].
In the latter case, learning algorithms have been applied
to extract predictive models of the correlation between
speakers visual and/or acoustic cues and backchannel
productions [150]. Other approaches take into account
also a semantic analysis of what the speaker is saying.
When coupling with a model of the agents mental state,
these models ensure that the agent displays coherent and
appropriate backchannel signals [151].

During their turns, virtual agents are expected not
only to talk, but also to generate basic social actions
such as laughs, sighs, or expressive feedback utterances.
Various approaches have been proposed for synthesiz-
ing laughter, including unit selection [152] and models
inspired from physics [153]. By collecting dialogues be-
tween a speaker and a synthetic voice, [154] prepared
the generation of a richer set of vocalizations together
with synthetic speech. Only limited evidence is available
to date regarding the suitable use of such vocalizations,
however: in [155] it is shown that laughs are perceived to
differ in suitability for a given synthetic dialogue; some
laughs were considered to be completely inappropriate
for the given context. [53] investigated the acceptability
of using affect bursts [156], [157] as listener feedback in
a dialogue, and explained suitability ratings in terms of
socio-cultural display rules [158].

Last, but not least social actions include the use of
space and mutual position as a social cue. Several syn-
thesis approaches take into account this aspect, espe-
cially when it comes to the simulation of group in-
teractions. The formation of a group follows specific
patterns [159] that dynamically evolve to include (or not)
newcomers and to adapt after one or more interaction
participants leave. The notion of human territory [160]
and the F-Formation [159] are applied in [161] to animate
groups of agents in a virtual world. In [162] the dynamic
formation of multiparty interactions is simulated using
the model of social force field that has been developed
for human crowds modeling [163]. These different mod-
els implement proxemics between virtual agents. They
act not only on the distance between agents and their
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body orientation toward one another but also on the
gaze patterns of the participants.

Synthesis of Social Emotions

Emotion has been synthesized using both artificial voices
and faces. In the first case, the most common ap-
proaches are based on explicit rules mapping state to
be expressed (the emotion) into expressive parameters
(voice prosody). In [164], such a rule-based approach
is combined with Multi-Band Resynthesis Overlap Add
(MBROLA) diphone synthesis to generate a synthetic
voice with a degree of emotionality according to the
emotion dimensions activation, evaluation and power.
In [165], the same combination lends a personality to
voice-enabled products in a futuristic shopping sce-
nario, by means of rules representing the intended vo-
cal correlates of the various personalities. Other rule-
based approaches such as formant synthesis also use
explicit rules for realising different emotional expres-
sions (e.g., in [166]). However, the substantially higher
quality of data-driven synthesis technologies (see para-
graph on expressive speech below) has sidelined rule-
based expressive synthesis research. It remains to be seen
whether statistical models can be combined with rule-
based methods, so as to combine a high-quality baseline
with the control needed for the intended expressivity.

Synthesis of Social Attitudes: Politeness and Expressive
Speech

To the best of our knowledge, the first attempt at imple-
menting politeness strategies in virtual agents was made
in [167], with a recent follow-up in [168]. In these works,
the desired level of politeness of an utterance depends
on the social distance between the dialogue participants,
the power one has over the other, and the estimated face
threat posed by a speech act. Similar works [169], [170],
[171] aim at generating tutoring responses, based on
the politeness theory presented in [172]. These systems
synthesize politeness based on static input parameters,
rather than on dynamic user models updated during
interaction. This problem is overcome in [173] where a
“Virtual Guide” is equipped with an adaptive politeness
model (based again on the theory in [172]) that dynam-
ically determines the user’s politeness level during the
dialogue and lets the “Virtual Guide” adapt its politeness
level accordingly: a politely worded request for informa-
tion will result in a polite answer, while a rudely phrased
question will result in a less polite reaction.

The politeness theory in [172] has been extended to
communicative gestures in [174] and to facial expres-
sions in [175]. In these works, video corpora were anal-
ysed and annotated in terms of politeness strategies and
multimodal behaviours, such as gesture types (iconic,
metaphoric, etc.) [174] and facial expressions (of felt,
inhibited, masked, fake emotions) [175]. An approach
proposed in [176] models social role awareness and
introduces a set of procedures, called “social filter pro-
grams”, that take as input parameters politeness strate-

gies, personality of the interlocutors and their emotions.
The output of the filter is the intensity of the facial
expressions of emotions to be displayed by the agents.

Research on the generation of vocal social signals has
mostly focussed on generating high-quality expressive
speech in a flexible way [177]. High-quality speech
output can be obtained using unit selection synthesis
techniques [178], which generate arbitrary speech output
by resequencing small snippets of speech recordings ac-
cording to a linguistically defined target utterance. Since
the expressivity in the recordings is preserved during re-
sequencing, it is possible to generate any expressive style
for which a sufficiently large speech database can be
recorded. Examples include an expressive tone suitable
for presenting good news vs. bad news [179]; in a military
scenario, commands vs. conversation [180]; or a creaky
voice suitable for a poker player game character [181].
The major downside of this approach is the lack of
flexibility: for every expression to be generated, a full
speech synthesis corpus must be recorded, which is
time-consuming and costly. Therefore, alternatives are
being investigated which, while staying in a data-driven
paradigm, increase the flexibility. By using signal mod-
ification techniques such as pitch-synchronous overlap-
add (PSOLA), it is possible to change the prosody of
a synthesized utterance [182], however at the cost of
degraded quality. Voice conversion techniques can be
used to change the expression of synthesis output [183],
e.g. from a neutral to an expressive speaking style.
Intermediate expressions, such as a medium intensity
of anger, can be generated by interpolating between a
neutral and an expressive rendition of a given target
utterance [184].

In statistical-parametric speech synthesis, statistical
models trained on speech synthesis recordings are used
to predict context-dependent acoustic parameters for a
target utterance, and a vocoder is used to generate the
corresponding audio [185]. Style-specific voice databases
can be trained in a similar way to style-specific unit
selection voices [186]. In addition, by introducing a
style control technique [187], it is possible to interpolate
between styles, and even to exaggerate a speaking style
[188]. Model adaptation is a method to reduce the
amount of expressive speech material required [189],
compared to traditional training of a voice on the ex-
pressive material.

Both approaches, unit selection and statistical-
parametric synthesis, rely on training data to yield a
certain expression. In both cases, expressivity is solely
determined by the speech material used, and is global
throughout the speech. Local effects such as emphasis
on an individual word are not easy to generate in data-
driven synthesis, and, again, seem to depend on suit-
able training data. Acoustic models of emphasis where
trained in [190] using a partially annotated database
and the models were used to extend the annotation to
the unannotated part of the data. In a listening test,
they obtained a very moderate degree of preference for
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emphasised over non-emphasised test sentences. With
carefully designed and recorded training material, [191]
obtained higher preference rates.

4.2 Data and Resources

To the best of our knowledge, no databases have been
created for the synthesis of social signals, with the only
exception of SEMMEL [174], a corpus aimed at the
study of nonverbal behaviours in relation with politeness
strategies. In contrast, several Embodied Conversational
Agent platforms and voice synthesizers are publicly
available and constitute an important resource for the
development of behaviour synthesis approaches. The
system RUTH [192] allows the control of a talking
head through a precise behaviour language and prosodic
parameters. The agent systems Cadia [193], Greta [194],
SmartBody [195] are SAIBA compliant [196]. SAIBA is a
3-stages agent platform specification: the first stage cor-
responds to intention planning of the agent, the second
instantiates the intention into multimodal behaviours
and the third computes the synchronised acoustic and
visual signals the agent displays. Communicative and
emotional data are encoded with Function Markup Lan-
guage (FML) [197] and behaviour specifications are en-
coded with behaviour Markup Language (BML) [196], [198].
Cadia and SmartBody work with BML. These agent
platforms allow the animation of a virtual agent and can
be plugged in interactive applications where users dialog
with agents. An extensible, standards-based framework
for building such applications is the open-source SE-
MAINE API [199].

Several speech synthesizers are publicly available as
well, e.g. Festival [200], OpenMary [201] and Euler [202].

4.3 Challenges

Automatic synthesis of social signals targets a human
observer’s or listener’s perception of socially relevant
information. While it may be true that much of social
behaviour goes unnoticed [203], it appears that social
signals still have an effect in terms of unconscious per-
ception [204], without being able to say exactly why, we
either consider a person trustworthy, competent, polite,
etc., or not. In automatic behaviour synthesis, the aim
is thus to create this perception by timely generating
suitable signals and behaviours in synthetic voices, facial
expressions and gestures of an Embodied Conversational
Agent (ECA). This faces two major problems:

o Too little is known about the types of socially rel-
evant information conveyed in everyday human-
to-human interactions, as well as about the signals
and behaviours that humans naturally use to convey
them. A first step in this direction would be to ac-
knowledge the complexity of the phenomena, as has
been done for emotion-related communication [205].
Then, different contexts and effects could be studied
based on suitable data, and the findings could be

described in terms of explicit markup language or
in terms of statistical, data-driven models [206].

o It is not self-evident that synthetic agents should
behave in the same way as humans do, or that
they should exhibit faithful copy of human social
behaviours. On the contrary, evidence from the car-
toon industry [207] suggests that, in order to be
believable, cartoon characters need to show strongly
exaggerated behaviour. This suggests further that a
trade-off between the degree of naturalness and the
type of (exaggerated) gestural and vocal expression
may be necessary for modelling a believable ECA’s
behaviour.

Certain aspects of social signals are particularly relevant
and challenging when it comes to synthesis of human-
like behaviour.

Effect of Unconscious Processes

One of the main problems facing the synthesis of social
signals is the lack of knowledge about the way social
information is conveyed in everyday interactions. One
of the reasons is that much of the Social Signal Pro-
cessing in humans is done automatically and uncon-
sciously and not accessible to introspection [208], [209].
This also poses a methodological problem in the design
of behaviors for synthetic agents and the evaluation
of the behaviors through perception studies. A subtle
difference in timing that goes unnoticed may result in
a different effect. One of the challenges for social signal
synthesis is to design and carry out experiments that
bypasses these pitfalls.

Continuity

Unlike traditional dialogue systems, in which verbal
and non-verbal behaviour is exhibited only when the
system has the “turn”, socially-aware systems tend to
be continuous in terms of non-verbal behaviour to be
exhibited. In any socially relevant situation, social signals
are continuously displayed, and lack of such displays
in an automatic conversational system is interpreted as
social ignorance [13].

Complexity and Context

Relationships between social signals and their meaning
are intrinsically complex. Firstly, the meaning of various
signals is often not additive: when signals with meanings
xz and y are shown at the same time, the meaning of
this complex signal may not be derivable from x and
y alone. In addition, context plays a crucial role for the
choice and interpretation of social signals. For example,
environmental aspects such as the level of visibility and
noise influence the choice of signals to be shown. On the
other hand, societal aspects such as the formality of the
situation and previously established roles and relations
of the persons involved, and individual aspects such as
the personality and affective state influence not only the
choice of signals to be shown but the interpretation of



IEEE TRANSACTIONS ON AFFECTIVE COMPUTING

the observed signals as well. Hence, context-sensitive
synthesis of human behaviour is needed but it still
represents an entirely blue-sky research topic.

Timing

Social signals are not only characterised by the ver-
bal and nonverbal cues by means of which they are
displayed but also by their timing, that is, when and
for how long they were displayed in relation to the
signals displayed by other communicators involved in
the interaction. Thus, social signals of an ECA need to
be produced in anticipation, synchrony, or response to
the actions of the human user with whom the character
engages in the social interaction. This requires complex
feedback loops between action and perception in real-
time systems.

Consistency

In general, it appears that human users are very critical
when it comes to the consistency of a virtual character
[210]. This relates to the challenge of multimodal syn-
chronisation, that is, to timing between facial expression,
gesture, and voice conveying a coherent and appropriate
message. Research on this aspect is still ongoing. There
is no consensus on whether multimodal cues need to be
fully synchronised, whether the redundancy of informa-
tion coming from multiple cues is required, or whether it
is also possible for one modality to compensate for the
lack of expressiveness in other modalities (e.g., [211]).
Consistency may also play a role in Mori’s notion of
an “uncanny valley” [212] — a robot that looks like a
human but does not behave like one is perceived as
unfamiliar and “strange”. Similarly, behaviour that may
be consistent with a photo-realistic character may not be
perceived as natural for a cartoon-like character, and vice
versa.

Even when it is clear what signals and behaviours
to generate, a practical challenge remains: current tech-
nology still lacks flexible models of expressivity and it
usually does not operate in real-time. Expressive syn-
thetic speech, for example, is a research topic that despite
two decades of active research is still somewhat in its
infancy [177]. Existing approaches are either capable
of domain-specific natural-sounding vocal expressivity
for a small number of possible expressions, or they
achieve more flexible control over expressivity but of
lower quality. Similarly, fully naturalistic movements
of virtual agents can be attained when human move-
ments recorded using motion capture technology are
played back [213], but movements generated based on
behaviour markup language [196] tend to look less nat-
ural [214]. These problems are not specific to synthesis
of social signals, and they do not form insurmountable
obstacles to research; however, they slow down the re-
search, by making it substantially more time-consuming
to create high-quality examples of the targeted expres-
sions. Given the above-mentioned importance of timing,
the lack of real-time systems impedes the realisation

of timely appropriate social behaviours. Even a slight
delay in the analysis and synthesis of signals hinders
dynamic adaptation and synchrony that are crucial in
social interaction. Furthermore, the technological limita-
tions pose serious difficulties for exploitation of research
results in end-user applications, where fast adaptation
to new domains is an important requirement. Therefore,
enhancing the existing technology remains an important
challenge facing the researchers in the field, indepen-
dently of whether the aim is to develop socially-adapt
ECAs or robots with no need of social awareness.

5 APPLICATIONS OF SSP

The business community has recently recognized the
urge for automatic systems dealing with social signals.
The pioneering contributions described in [48], for in-
stance, are identified as a breakthrough that will change
management practices as deeply as the microscope has
changed medicine and biology few centuries ago [215].
The reason is that social signals reveal the invisible
aspects of social interaction, i.e. those aspects that are
perceived and elaborated outside conscious awareness,
but still influence human behaviours as much as the
visible aspects, i.e. meaning and reasoning, erroneously
believed to be the only important factors in social ex-
changes. In the same vein, one of the main applications
of SSP so far, Reality Mining [78], has been identified as
one of the 10 technologies likely to change the world in
the near future [216].

However, the spectrum of application domains that
can benefit from socially intelligent machines is still wide
and applications based on SSP are just at the beginning
of their history. Some application domains have already
tried to introduce a social intelligence component (e.g.
human-robot interaction) while others recognize it as
need, but still lack it in their mainstream approaches
(e.g., multimedia indexing).

The rest of this section presents some application
domains where socially intelligent machines can play an
important role and SSP is likely to have a significant
impact in the next years.

Multimedia indexing

Social interaction is one of the main channels through
which we access reality [6] and, not surprisingly, infor-
mation about people is one of the elements we retain
most in multimedia data we consume (pictures, videos,
e-mails, etc.) [217]. Thus, to represent (i.e. to index) the
content of multimedia material in terms of the social
interactions they portray means to bring information
retrieval systems closer to our social intelligence, with
potentially high improvements in terms of retrieval per-
formance. Some attempts of indexing multimedia data in
these terms have already been made (see, e.g., [218]), but
extensive evaluations of how this impacts the retrieval
performance are still missing. As it aims at social inter-
action understanding, SSP is likely to have a significant
impact on this application domain.
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Implicit Human-Centered Tagging

One of the most promising frontiers in multimedia re-
trieval is the use of nonverbal behavioural feedback as
a source of information about the content of the data
people consume (e.g., videos eliciting laughter should be
categorized as funny or comedy) [219]. Several approaches
based on such an idea have been recently proposed (see,
e.g., [220]), but they are all at a rather early stage. In
particular, the datasets used in these works are way
too small to be considered representative of real-world
application environments. SSP is likely to play a major
role in this emerging domain as it involves behaviour
analysis as one of its major components.

Mobile Social Interactions

Cellular phones are among the most pervasive tech-
nologies (the large majority of individuals in developed
countries carry their phone during the whole day) and
they are reshaping the way people interact with one
another [221]. So far, cellular phones have been used to
perform macro-analysis of large social networks [222],
but micro-analysis approaches for conversations taking
place through cellular phones are still in a pioneer-
ing stage. Some works have shown that people talk-
ing through cellular phones tend to coordinate their
gait [117] and interact in virtual spaces with the help of
location devices embedded in their phones [223], but SSP
inspired approaches can certainly extend the spectrum of
social phenomena that can be automatically analyzed in
mobile scenarios. This is expected to have a major impact
on the design of cellular phones and more generally
portable devices [79].

Computer mediated communication

Remote communication is still far less natural than face-
to-face interaction. Current video-conferencing systems
do not take into account social phenomena [9], and the
research in the domain has focused mainly on the cre-
ation of shared workspaces, while considering only gaze
contact a cue important enough to be transmitted [224].
More recently, there have been attempts to use virtual
characters embodying social behaviours [225]. SSP can
improve current technologies by improving understand-
ing of ongoing social interactions and by synthesizing
social behaviours at distance to guarantee quality of
rapport in remote interactions.

Human-Computer Interaction

A large body of evidence shows not only that we dis-
play the same nonverbal behavioural cues whether we
interact with other humans or with machines, but also
that we unconsciously attribute human characteristics
(e.g., personality, intentions, relational attitudes, etc.) to
machines we interact with [18]. As SSP aims at automatic
understanding and generating nonverbal behavioural
cues, it is likely that it will have a major impact on the
design of computer interfaces (and, in general, human-
machine interaction), expected to accommodate human

natural modes of interaction and to be socially adept
when interacting with users [8].

Marketing

Nonverbal communication plays a major role in
customer-seller interactions. The customer’s perception
of the sales person’s personality, motivations, and trust-
worthiness influences significantly the decisions of cus-
tomers [226]. In a similar way, nonverbal aspects of
people portrayed in advertisement are known to have
an impact on consumer behaviour (see, e.g., [227]).
Furthemore, self-presentation issues tend to influence
nonverbal behaviour of consumers in focus groups (one
of the most important instruments in marketing) and
bias the responses consumers provide towards expec-
tations of focus group organizers [228]. These are but
few evidences of the importance of nonverbal behaviour
in marketing, thus of the potential impact automatic
approaches for its understanding and generation (the
goal of SSP) can have in this domain.

Social Signals and Social Simulations

In virtual worlds such as the well-known Second Life,
people interact through embodied representations of
themselves. Just as in real life, being able to communi-
cate the proper social signals through body language is
important in these mediated forms of interaction. Several
people have started to investigate the automatic genera-
tion of proper nonverbal behaviour in such worlds [229].
Interactions with avatars and virtual humans is not
restricted to entertainment sites such as Second Life, but
can also be found in serious games for language and
culture training or for training other social skills [230].

Human-Virtual Agents Interaction

Virtual agents can play different roles. They can be a
companion, mentor, coach, tutor, etc. In each of these
roles, it is important for the agent to display appro-
priate social cues as well as to perceive them from
the user. Through social cues, the agent can display its
engagement with the user. These signals should evolve
dynamically as the interaction evolves through time. To
build a long term relationship, the agent will need to
display cues of strong ties and friendship.

Social Robots

Since very early development of robots, researchers were
interesting in robots endowed with social intelligence.
Such robots ought to be endowed with the capacity
to to perceive and interpret their surroundings, and to
communicate and get engaged with humans [231]. In
this overview we will deal exclusively with the synthesis
of social signals for agents and ignore the synthesis of
such signals in robots. Although to a great extent the
problems and solutions are similar in both cases, one
should note that there are also important differences. The
physicality of the robot, its presence in space leads to
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other affordances and another type of interaction, which
are an important factor in studies on proxemics, for
instance. Several papers have been dedicated to survey
on socially interactive robots [231].

6 CONCLUSIONS

There is no doubt that automatic analysis and synthesis
of human behaviour attracts major interest in the com-
puting community for at least twenty years. However,
the meaning attached to the word “behavior” has changed
significantly between the earliest works dedicated to the
problem, dating back to the early nineties, and the latest
approaches proposed recently. In the earliest works,
“behaviour” usually defined simple actions that can be
performed by a person and analyzed or synthesized by
a computer, e.g., talking on the phone, taking written
notes, uttering words, etc. In the latest works, “behav-
ior” accounts for social, affective and, more generally,
psychological aspects of human actions.

This survey has focused on the later approaches to
analysis and synthesis of human behaviour and, in
particular, on the social meaning attached to behavioral
cues such as gestures, postures, vocalizations, facial ex-
pressions, etc. This research domain, coined Social Signal
Processing (SSP), aimed at bringing social intelligence
in computers, has been surveyed in this paper. To the
best of our knowledge, this is the first such article cov-
ering the three fundamental problems of SSP: modelling,
analysis, and synthesis of nonverbal behavior in social
interactions.

In all above-mentioned sub-fields of SSP, the state-of-
the-art is in a pioneering stage but constantly evolving
and maturing thanks to a vibrant community. However,
a number of challenges still need to be addressed be-
fore bringing SSP to full maturity, including the actual
correspondence (at least in probabilistic terms) between
observable behavioral cues and social phenomena, the
limited availability of data based on realistic settings and
scenarios, the fusion of multiple modalities correspond-
ing to phenomena taking place at different time scales
(e.g. vocalizations and facial expressions), the need of
real time systems for testing socially oriented Human-
Computer Interaction approaches, etc.

Given the potential outcome in terms of new appli-
cations and substantial improvement of existing ones,
the community is doing significant efforts towards a
solution, at least partial, of the above problems. Evident
signs of interest are the increasing number of individual
researchers and groups that include SSP among their
interests, the growing number of scientific gatherings
(workshops, special sessions, etc.) dedicated to human
behavior, and large-scale international collaborations
such as the SSPNet? that aim at providing the scientific
community with basic resources such as annotated data,
tools, and extensive bibliographies.

2. Social Signal Processing Network, www.sspnet .eu.
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